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Executive Summary

Social media platforms have, in many ways, become a new public square, where people in Canada and around the world connect and engage in society and our democracy. Increasingly, though, the platforms and their algorithms have also been weaponized by ill-intentioned actors to spread conspiracy theories and extremism, and to target marginalized people with hate and harassment.

As the Government of Canada considers new legislation to tackle online safety, the latest Survey of Online Harms in Canada — the fourth conducted by the Leadership Lab since 2019 — provides up-to-date insights on Canadians’ experiences with harmful online content, and their views on the role of government and platforms in addressing those harms. This new survey was conducted online in late October 2022 with a representative sample of 2,000 people in Canada aged 16 and older.

Key Findings

- Canadians’ use of social media platforms remains high and is growing. Platforms are increasingly being used as a source for news, particularly among younger Canadians, for whom Instagram is the most widely used news source.
- 72% believe Canadians have been exposed to more harmful content, such as hate speech, harassment and false information, over the past few years.
- 10% of Canadians reported being targets of online hate speech, and 8% said they were targets of online harassment that caused them to fear for their safety; these proportions were approximately twice as high among Canadians who are racialized, have a disability or identify as LBGTQ2S+.
- One in three Canadians reported seeing promotion of violence, identity fraud and false information online at least a few times a month.
- About 15% of Canadians have a high degree of belief in misinformation. This group is less trusting of mainstream news, more likely to trust social media and use it for news, and less likely to fact check.

Canadians are ready for action to address harmful online content

- Canadians’ trust in social media platforms to act in the best interest of the public continues to fall. Only one in ten have a high degree of trust in Facebook, TikTok or Twitter.
- Two-thirds believe government should require online platforms to act responsibly and reduce the amount of harmful content on their platforms.
- Strong support for requiring platforms to remove various categories of illegal or harmful content has increased significantly since 2021.
- Over 80% of Canadians support requirements for platforms to quickly remove reported illegal content, block automated or bot accounts, label information verified as false, and provide tools for users to fact check or search for the authenticity of online content.
Introduction

A relatively small number of technology companies have succeeded in largely consolidating and privatizing the online public square.¹ Large online platforms are increasingly used by people in Canada to connect with friends and family, stay up-to-date with the news, and engage in civic and democratic discourse. The impacts of this new public square are continuing to evolve and still not fully understood. However, evidence has mounted over recent years about its negative effects on Canadians’ safety, social cohesion and democracy: hate speech and harassment that target marginalized groups are on the rise; disinformation, both foreign and domestic, is fueling radicalization and extremism; and real-world violence, including sexual abuse and child exploitation, is unfortunately an increasing reality.², ³, ⁴, ⁵, ⁶

As a result, there have been growing calls for public policy changes to mitigate these harms and rebuild our public square.⁷, ⁸, ⁹ At the same time, legitimate concerns have been raised regarding censorship — and that any changes may unreasonably limit our rights and freedoms, particularly the right to free expression.¹⁰, ¹¹

In September 2021, we released Rebuilding Canada’s Public Square, which provided the results from our past three surveys on this topic, as well as advice on how to improve the Government of Canada’s proposal at the time to tackle some categories of online harm. Since then, the federal government established an expert advisory group on online safety, which provided advice on how to design a stronger legislative and regulatory framework to address harmful content online. The group rightly suggested a move away from a monitoring and 24-hour takedown model for harmful content, which could drive over-censorship, toward more of a systems approach that places duties on platforms to act responsibly, increase transparency and mitigate their systemic risks.

Public policy on online safety should be informed by evidence about Canadians’ experience with online harms, as well as Canadians’ views on the appropriate role of government in addressing those harms. This report is intended to provide up-to-date evidence about online harms and Canadians’ views on how to govern online platforms — and provide advice on how to do so in a manner that protects and advances Canadians’ fundamental rights and freedoms.
Overall Use of Platforms

Use of online platforms among people in Canada remains high and is growing, with **98% using at least one major platform**. While YouTube remains the most widely used platform, Meta’s four major platforms (Facebook, Messenger, Instagram and WhatsApp) have all increased in overall use since 2019 (Figure 1). TikTok is continuing to experience the fastest rate of growth among Canadians, nearly **tripling its reach** from 10% to 29% in two years, and is now used by more than half of those aged 16-29 (Figure 2). Platforms with noteworthy decreases in overall use since 2019 include Pinterest (-7 percentage points) and Twitter (-6 percentage points).

Figure 1: Use of Online Platforms in Canada

<table>
<thead>
<tr>
<th>Platform</th>
<th>Use 2019</th>
<th>Change 2019</th>
<th>Daily 2019</th>
</tr>
</thead>
<tbody>
<tr>
<td>YouTube</td>
<td>91%</td>
<td>+0</td>
<td>34%</td>
</tr>
<tr>
<td>Facebook</td>
<td>82%</td>
<td>+7</td>
<td>52%</td>
</tr>
<tr>
<td>Messenger</td>
<td>77%</td>
<td>+5</td>
<td>33%</td>
</tr>
<tr>
<td>Instagram</td>
<td>55%</td>
<td>+7</td>
<td>28%</td>
</tr>
<tr>
<td>Pinterest</td>
<td>44%</td>
<td>-7</td>
<td>4%</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>38%</td>
<td>-2*</td>
<td>4%</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>38%</td>
<td>+4</td>
<td>14%</td>
</tr>
<tr>
<td>TikTok</td>
<td>29%</td>
<td>+19</td>
<td>13%</td>
</tr>
<tr>
<td>Reddit</td>
<td>29%</td>
<td>-3</td>
<td>7%</td>
</tr>
<tr>
<td>Snapchat</td>
<td>27%</td>
<td>-4</td>
<td>13%</td>
</tr>
</tbody>
</table>
Platforms As a News Source

While legacy media from television (58%), news websites (44%) and radio (39%) continue to be the top news sources for people in Canada overall, each experienced declines in 2022 from surges in use during the pandemic (Figure 3). In contrast, the use of online platforms as a source of news continues to grow, with 32% citing Facebook, 24% using YouTube and 16% naming Instagram.

Younger Canadians, in particular, are using online platforms for news — those aged 16–29 use Instagram (44%), Facebook (36%) and YouTube (36%) for news at greater or comparable rates compared to legacy media, such as TV (43%), news websites (34%) and radio (27%). The use of Instagram for news among younger Canadians has increased in particular from 19% in 2019 (+25) compared to Facebook (+4) and YouTube (+8). TikTok is also an emerging news source, with 21% of those aged 16–29 citing the platform, growing to 30% among those aged 16–23.

Those using Facebook, YouTube or Instagram for news are more likely to also use each of those platforms for news, and are less likely to use legacy media (TV, radio and news websites).
In addition to consuming news on social media, a significant proportion of Canadian residents actively engage with news and politics on these platforms. In this survey, 35% of respondents indicated that they have commented on or posted links, videos or images about news or politics; 17% have joined an online group about an issue or cause with people they didn’t know; and 13% said they have participated in a government or political consultation or engagement online.
Trust in Platforms

Canadians’ trust levels in online platforms continues to decline. When asked to assess their trust in various organizations to act in the best interest of the public on a scale of 1-9 (with 1 being the lowest level of trust and 9 being the highest), TikTok, Facebook and Twitter had the lowest levels of trust (Figure 5).

**Figure 5: Canadians’ Trust to Act in the Best Interest of the Public**

![Bar chart showing trust levels for various organizations in Canada.](chart-url)
This finding is consistent with our past surveys, where social media platforms had lower levels of trust than oil companies, telecommunication providers and mainstream media. Trust levels in social media platforms declined significantly from 2021, with just one in ten Canadians now having high trust (Figure 6). Trust in TikTok fell in particular, replacing Facebook as the least trusted organization.
In comparison, Canadians’ trust in mainstream media outlets remained relatively high, with just one in eight having low trust in CBC, CTV, Global News and The Globe and Mail. Consistent with global trends, trust levels in Canadian media have fallen slightly (Figure 7), and it is worth noting that the decline is concentrated among those on the right end of the political spectrum (7-9 on a 9-point scale). Low trust in these three media outlets has approximately doubled since 2019 among the 16% who identify on the right, from an average of 13% to 25%, while remaining stable among those on the left and in the centre at 10%.
Exposure to Online Harms

Canadians reported frequent and increasing exposure to harmful content, though self-reported rates of exposure on online platforms have not increased significantly in recent years.

We first asked respondents if they think there has been change in the amount harmful content, such as hate speech, harassment and false information, that Canadians have been exposed to over the past few years. Just over 70% thought that Canadians have been exposed to more harmful content, with only 6% thinking it has declined (Figure 8). We then asked how frequently they see a range of harmful content on online platforms, such as false information, hate speech, identity fraud and promotion of violence (Figure 9).

**Figure 8: Canadians’ Perceived Change in Exposure to Harmful Content**

<table>
<thead>
<tr>
<th>Change in Exposure</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Much more</td>
<td>38%</td>
</tr>
<tr>
<td>Somewhat more</td>
<td>34%</td>
</tr>
<tr>
<td>No change</td>
<td>10%</td>
</tr>
<tr>
<td>Somewhat less</td>
<td>5%</td>
</tr>
<tr>
<td>Much less</td>
<td>1%</td>
</tr>
<tr>
<td>Don’t know</td>
<td>11%</td>
</tr>
</tbody>
</table>

**Figure 9: Reported Exposure to Online Harms in Canada**

1. News immediately suspected as false
   - Daily: 9%
   - Weekly: 23%
   - Monthly: 24%
   - Few times a year: 19%
   - Never: 9%
   - Unsure: 16%

2. News believed then later found to be false
   - Daily: 9%
   - Weekly: 13%
   - Monthly: 21%
   - Few times a year: 30%
   - Never: 12%
   - Unsure: 21%

3. Hate speech that deliberately promotes hatred against an identifiable group
   - Daily: 5%
   - Weekly: 16%
   - Monthly: 20%
   - Few times a year: 23%
   - Never: 19%
   - Unsure: 15%

4. Identify fraud or impersonation
   - Daily: 4%
   - Weekly: 15%
   - Monthly: 17%
   - Few times a year: 23%
   - Never: 18%
   - Unsure: 23%

5. Promotion or encouragement of physical violence
   - Daily: 5%
   - Weekly: 12%
   - Monthly: 15%
   - Few times a year: 21%
   - Never: 30%
   - Unsure: 19%
Misinformation

Over half (56%) of respondents reported seeing information about the news or current events that they immediately suspected to be false at least a few times a month — this proportion is unchanged from 2019. In addition, 37% reported seeing information about the news or current events that they believed to be true and later found was false at the same frequency. Both exposure levels were significantly higher among those who use Facebook, YouTube or Instagram for news, with monthly exposure levels of 64% (immediately suspect) and 47% (later find to be false).

Respondents were prompted to provide a recent example of false information that they saw on online platforms, which 47% did (n=688):

- 29% cited COVID-19, vaccines or the convoy
- 11% cited the Russian invasion of Ukraine
- 10% cited U.S. politicians or elections
- 8% cited attempted scams or fraud
- 7% cited celebrities or fake deaths
- 10% cited Canadian politicians or elections
Survey respondents were also asked how much truth they thought there was to eight statements of misinformation on a range of topics, including COVID-19, climate change, immigration and the Russian invasion of Ukraine (see Methodology section for more detail). A majority of Canadians (53%) correctly identified at least 75% of the misinformation statements (i.e., 6-8 statements correctly identified, categorized as low belief in misinformation) (see Figure 10).

In total, 15% of respondents correctly identified 25% or fewer of the false statements (i.e., 0-2 statements correctly answered, categorized as high belief in misinformation). This group was more likely to identify on the right end of the political spectrum (7–9 on a 1–9 scale; correlation coefficient of 0.5). Weak correlations were also observed with lower household income (0.1) and education levels (0.1), with no significant differences in belief in misinformation by gender or overall frequency of social media use.
High believers in misinformation were significantly less likely to trust authoritative information sources to act in the best interest of the public, reporting three times the level of low trust (1-3 on a 9-point scale) in the CBC, CTV, Global News and 

The Globe and Mail, compared to low believers in misinformation (Figure 11). In contrast, high believers were less likely to have low trust in Facebook, Twitter and TikTok, compared to other Canadians.
High believers in misinformation were significantly less likely to report using legacy media (TV, radio, news websites, print newspapers) than other Canadians, and more likely to use Facebook, YouTube and Instagram for news (Figure 12).
Another way of looking at this relationship is the average number of correct identifications of misinformation statements by news source (Figure 13). Those who use legacy media (TV, news websites, radio, newspapers), as well as Reddit and Twitter, for news believe in misinformation at significantly lower levels; while those who use Instagram, YouTube, Facebook, TikTok, Snapchat, Messenger and WhatsApp have significantly higher misinformation belief levels. While most Canadians reported using more than one source for news (83%), and these groups are not mutually exclusive, it is also worth noting that the 17% who said they rely on only one source also had a significantly lower number of correct answers (4.3) compared to 5.2 overall.

Both of these findings echo previous research that found a relationship between consuming news on social media platforms and the propensity to believe in conspiracy theories. A noteworthy 10% of high believers also said they use no news sources (even with the ability to write-in other sources), compared to just 3% overall.

<table>
<thead>
<tr>
<th>News Source</th>
<th>Average Correct Misinformation Answers</th>
<th>% of Respondents Using As News Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reddit</td>
<td>6.3 ↑</td>
<td>6%</td>
</tr>
<tr>
<td>News websites</td>
<td>5.9 ↑</td>
<td>43%</td>
</tr>
<tr>
<td>Mobile news alerts</td>
<td>5.8 ↑</td>
<td>17%</td>
</tr>
<tr>
<td>TV news</td>
<td>5.7 ↑</td>
<td>56%</td>
</tr>
<tr>
<td>News radio</td>
<td>5.7 ↑</td>
<td>38%</td>
</tr>
<tr>
<td>Print newspapers</td>
<td>5.7 ↑</td>
<td>16%</td>
</tr>
<tr>
<td>Search engines</td>
<td>5.6 ↑</td>
<td>33%</td>
</tr>
<tr>
<td>Twitter</td>
<td>5.6 ↑</td>
<td>14%</td>
</tr>
<tr>
<td>Print newspapers</td>
<td>5.6 ↑</td>
<td>5%</td>
</tr>
<tr>
<td>Messages from friends/family</td>
<td>5.3</td>
<td>21%</td>
</tr>
<tr>
<td>Email newsletters</td>
<td>5.3</td>
<td>9%</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>5.3</td>
<td>5%</td>
</tr>
<tr>
<td>Podcasts</td>
<td>5.2</td>
<td>7%</td>
</tr>
<tr>
<td>Instagram</td>
<td>4.9 ↓</td>
<td>16%</td>
</tr>
<tr>
<td>YouTube</td>
<td>4.9 ↓</td>
<td>23%</td>
</tr>
<tr>
<td>Facebook</td>
<td>4.9 ↓</td>
<td>32%</td>
</tr>
<tr>
<td>TikTok</td>
<td>4.6 ↓</td>
<td>7%</td>
</tr>
<tr>
<td>Snapchat</td>
<td>4.3 ↓</td>
<td>3%</td>
</tr>
<tr>
<td>Facebook Messenger</td>
<td>4.2 ↓</td>
<td>7%</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>4.0 ↓</td>
<td>4%</td>
</tr>
<tr>
<td>None of the above</td>
<td>3.1 ↓</td>
<td>3%</td>
</tr>
</tbody>
</table>
High believers in misinformation were also significantly less likely to say they had fact checked something they saw online, and more likely to say they frequently encounter news they believed to be true and later found out was false (Figure 14).
Hate Speech and Harassment

People in Canada reported relatively frequent exposure to online hate speech, though the proportion reporting that they see hate speech online at least a few times per month fell from 48% in 2019 to 41% in 2022. Consistent with past results, self-reported rates of exposure to hate were significantly higher for marginalized communities: 48% among Canadians with disabilities, 50% among racialized Canadians, 58% among LGBTQ2S+ Canadians and 67% among those living in Canada less than 10 years.

Respondents were prompted to provide a recent example of online hate speech that they saw, which 45% (n=576) did:

- 21% cited racism (e.g., anti-Black, anti-Indigenous, anti-Asian/South Asian racism)
- 19% cited antisemitism (particularly the then-recent Kanye West statements)
- 7% cited homophobia or transphobia
- 7% cited hate toward newcomers/immigrants
- 5% cited hate toward Ukrainians
- 3% cited hate toward other religions (e.g., Islam, Christianity)
- 3% cited sexism/misogyny

About one-third cited examples that may not qualify as hate speech, a finding that provides important context for how survey respondents think about their exposure to online hate speech. For example, 10% cited harmful comments from politicians, 7% cited harmful comments directed at politicians, 7% cited harmful comments regarding COVID-19 restrictions or the convoy, and 5% cited harmful comments directed at celebrities.
When asked if they had ever been targeted with online hate speech that deliberately promoted hatred against a group they identify with, one in ten Canadians said they had; these proportions were significantly higher among marginalized communities (Figure 15).

Overall, 4% reported having their intimate images shared online without their consent. Responses were consistent across genders, though rose to 9% among those aged 16–29.

Another 8% reported having been targeted with online harassment that caused them to fear for their safety. Responses were, again, consistent across genders, but higher among younger people (14% those age 16–29), those with disabilities (14%) and LGBTQ2S+ Canadians (17%). In addition, 6% said they have reported someone to the police for illegal activity online.

One in four (25%) respondents said they have reported or flagged an account to an online platform for sharing illegal content – a proportion consistent with 2019 findings. In addition, 41% said they had blocked or reported an account to an online platform for being fake or automated. Of those who blocked or reported content, 39% rated its effectiveness as high (7–9 on 1–9 scale), 33% rated it as moderate (4–6) and 28% rated it as low (1–3). This relatively positive assessment of effectiveness is quite similar to the findings from 2019, with a slight increase in those rating effectiveness as low, from 23% to 28%. Those who had been personally targeted online with harassment, intimate image abuse or hate speech provided the same overall assessment of effectiveness, with 39% rating the reporting process as highly effective, underlining the importance of these notice-and-action mechanisms for online safety.
Canadians’ Perspectives on Platform Governance

A Role for Government

The findings from our latest survey continue to show that most Canadians are prepared for government intervention to address harmful online activity. We first asked participants to identify who is most responsible for contributing to a rise in harmful online content, and then who should be most responsible for fixing it (Figure 16). While most (48%) still believe platform users are most responsible for contributing to the increase in harmful online content, a clear majority (51%) now believe that platforms should be most responsible for fixing the issue, up 16 percentage points from 2019.

Figure 16: Perspectives on Most Responsible for Contributing and Fixing Rise in Harmful Online Content
We then asked participants to choose, from among three pairs of statements, which best described their perspective. Findings showed that approximately two out of three Canadians favour platform intervention (Figure 17); these levels are largely stable since 2021. A new statement was added this year to assess views on the role of government in addressing disinformation — again, two out of three indicated that the spread of disinformation is a threat to Canadian democracy and needs to be addressed by government.

Finally, we asked about support for various options to provide recourse to Canadians regarding decisions of large online platforms to remove illegal content, such as hate speech or the promotion of violence. Again, about two out of three (63%) supported a public entity, either a Digital Safety Commissioner that could audit and order platforms to remove illegal content (51%); or an independent ombudsman to help users navigate platform appeals, and investigate and make recommendations regarding platform compliance (38%). (Figures are non-cumulative, as multiple options could be selected.) About half also supported requiring online platforms to have an appeal mechanism for decisions about content or user removal (46%). Only 5% of respondents said no action should be taken, while 11% were not sure.

**Figure 17: Canadians’ Perspectives on Platform Governance**

- **Protecting freedom of expression is more important than regulating speech online**
  - 30%
  - 70%
  - No change since 2021
  - Reducing the amount of hate speech, harassment and false information online is more important than free expression

- **Government should not have a role in intervening in online platforms**
  - 33%
  - 67%
  - -4 since 2021
  - Government should intervene in online platforms to require them to act responsibly and reduce the amount of harmful content on their platforms

- **Government cannot oversee and decide what is true or false, and should not have a role in addressing the intentional spread of false information**
  - 34%
  - 66%
  - The intentional spread of false information is a threat to Canadian democracy and needs to be addressed by government
Support for Action on Online Harms

While Canadians’ views on who is best positioned to lead governance in this space were somewhat mixed, their support with respect to specific policy actions on harmful content was overwhelming (Figure 18). Support levels exceeded 80% for nearly every proposed action. Opposition did not exceed 5%, except with respect to requiring warning labels on false information (7%); applying Canadian laws (8%); and allowing the government to order platforms to take certain actions, such as block or promote certain content or services, during times of crisis with risk of imminent harm, like a terrorist event or public health emergency (15%).

**Figure 18: Canadians’ Support for Action on Online Harms**
Support for many actions has increased significantly since we last asked the question in March 2021. Strong support for requiring platforms to quickly remove impersonation, violent content, hate speech, repeated spread of false information and bot accounts all increased between 16 and 25 percentage points. It is worth noting that this increase was largely driven by a decrease in the proportion that were neutral to these actions in 2021, as opposition has not changed significantly. Increase in support was also largely driven by those on the left and centre of the political spectrum. Those on the right of the political spectrum had lower overall increases in support, though a majority of those on the right still supported each proposed action.

**Views on Private Online Content**

A particularly challenging element of designing platform governance is defining which services are in scope for regulatory action. The Government of Canada previously expressed that it intends to exclude from regulation “services that enable persons to engage only in private communications,” and the scope of such an exclusion was a divisive topic among the Expert Advisory Group on Online Safety. Many platforms offer both public and private communication functions, such as large groups, private pages and user-defined ‘close friend’ lists, a situation that adds complexity to the process of defining ‘private communications’.

We have also previously outlined the range of online harms Canadians experience on private messaging platforms in our report *Private Messages, Public Harms* and advocated that the Government of Canada follow the EU in setting minimum standards for private platforms of a significant size, such as user notice-and-action mechanisms for harmful content and transparency requirements, while not requiring private content scanning or harming encryption. We believe such standards would enable harm reduction, promote greater understanding of online harms, and mitigate the risk of an incentive for companies to create more closed platforms as a means of avoiding new content moderation obligations.

We sought to build on this work by understanding Canadians’ perspectives on the topic. We first asked respondents whether their various social media profiles were set to public or private; we believe this is the first such representative data available in Canada. The majority of respondents said that their social media accounts are set to private, with the lowest proportions reported for Twitter (Figure 19).

**Figure 19: Canadians’ Privacy Settings on Social Media Accounts**

<table>
<thead>
<tr>
<th></th>
<th>Facebook</th>
<th>Instagram</th>
<th>Twitter</th>
<th>TikTok</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Public account</strong> (meaning anyone can see your posts)</td>
<td>25%</td>
<td>33%</td>
<td>46%</td>
<td>37%</td>
</tr>
<tr>
<td><strong>Private account</strong> (meaning only users you approve can see your posts)</td>
<td>67%</td>
<td>59%</td>
<td>38%</td>
<td>47%</td>
</tr>
<tr>
<td>Unsure</td>
<td>8%</td>
<td>8%</td>
<td>16%</td>
<td>16%</td>
</tr>
</tbody>
</table>
We asked the other half of the survey respondents which types of online spaces they thought should be required to remove illegal content like hate speech or the promotion of violence. A significant majority of 87% supported content moderation on public pages/profiles, while smaller majorities supported it for private groups (61%) and private pages/profiles (59%). Support fell below a majority (40%) for private messaging groups (Figure 20).

**Figure 20: Canadians’ Support for Illegal Content Moderation on Different Platform Types**

<table>
<thead>
<tr>
<th>Options (could select multiple)</th>
<th>% Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Public pages</strong> that can be viewed by anyone on the internet (e.g., YouTube, LinkedIn, public Facebook or Instagram profiles)</td>
<td>87%</td>
</tr>
<tr>
<td><strong>Private groups</strong> that can be viewed by accepted followers (e.g., Facebook groups or private Telegram channels)</td>
<td>61%</td>
</tr>
<tr>
<td><strong>Private pages</strong> that can be viewed by accepted followers (e.g., private Facebook or Instagram profiles)</td>
<td>59%</td>
</tr>
<tr>
<td><strong>Private messages</strong> (e.g., message groups on Facebook Messenger)</td>
<td>40%</td>
</tr>
</tbody>
</table>

We then asked half of the survey respondents an open-ended question about what they thought makes an online space ‘private’ within the meaning of the Criminal Code of Canada, which makes it illegal to communicate hate speech “other than in private conversation.” Consistent with the previous question, 36% indicated that they thought no online space should be exempt from illegal content moderation. However, a majority (53%) felt that direct messaging should be considered private, with many describing variations of instances where content’s specific recipients are determined at the time of sending, and differentiating it from private groups where prior content is still accessible to newly-added members. About 20% also mentioned that content accessible beyond a finite number of users should no longer be considered private, with 12% indicating that only conversations between two users should be considered private.
Conclusion

These results collectively paint a clear picture: **Canadians are ready for action** to reduce online harms. They believe that the reach of harmful content is growing. Many marginalized groups report being victims of hate and harassment. A growing proportion of Canadians is using social media platforms for news and using traditional media less, a shift that is associated with belief in a range of conspiratorial misinformation.

Canadians’ first instinct is that the platforms are the most responsible for fixing these issues. But **trust in the platforms to do the right thing has fallen to new lows**. Two-thirds of Canadians believe it is the role of government to require online platforms to act responsibly and reduce the amount of harmful content on their online spaces. A majority recognize that such an approach may have some trade-offs with the critical right to free expression, but believe that these are threats to our democracy that must be addressed. After all, being subject to algorithmically amplified hate and harassment also impinges on the right of free expression.

While there is no consensus view among Canadians on the specific regulatory approach to make this happen, there is **near unanimous support** for actions that will quickly remove reported illegal content, label information verified as false, and provide tools for users to fact check or search for the authenticity of online content. Support for action has increased significantly since early 2021 — perhaps the events of the convoy protests served as a reminder of the tangible risks to these threats here at home. Canadians also understand the complexity of the diversity of public and private online platforms, and are prepared for content moderation on private groups and profiles, but a majority expect direct messaging to be treated differently.

Canadians do not believe the status quo of online discourse is working. A public policy approach that promotes **platform responsibility at a systems level**, while maintaining democratic and sovereign oversight and accountability for action, are likely to meet the expectations of Canadians. Such an approach can also add, rather than detract, from an emerging global movement of democracies that are undertaking similar platform governance efforts.
Methodology

The Survey of Online Harms in Canada was conducted online with 2,022 residents in Canada aged 16 and older, from October 24 to 28, 2022 in English and French. A random sample of panelists was invited to complete the survey from Leger’s research panel, with response quotas set by region, language, age and gender to ensure the sample reflected Canada’s population.

The margin of error for a comparable probability-based random sample of the same size is +/- 2 percentage points, 19 times out of 20. Asterisks (*) denote where a change or difference is not significant (p-value >0.05). The data were weighted according to Census data to ensure that the sample matched Canada’s population according to age, gender and region. Totals may not add up to 100 due to rounding.

This project was conducted by the Leadership Lab at Toronto Metropolitan University with Pollara Strategic Insights and supported by the Government of Canada.

Reference data include comparable surveys conducted by the Leadership Lab with 3,000 residents in August 2019, 2,000 residents in May 2020 and 2,500 residents in March 2021, last published here.

<table>
<thead>
<tr>
<th></th>
<th>#</th>
<th>Unweighted %</th>
<th>Weighted %</th>
<th>Census %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total</strong></td>
<td>2,022</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>British Columbia/Yukon</td>
<td>281</td>
<td>14%</td>
<td>14%</td>
<td>14%</td>
</tr>
<tr>
<td>Alberta/NWT</td>
<td>226</td>
<td>11%</td>
<td>11%</td>
<td>12%</td>
</tr>
<tr>
<td>Manitoba/Saskatchewan/</td>
<td>131</td>
<td>6%</td>
<td>6%</td>
<td>7%</td>
</tr>
<tr>
<td>Nunavut</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ontario</td>
<td>784</td>
<td>38%</td>
<td>39%</td>
<td>39%</td>
</tr>
<tr>
<td>Québec</td>
<td>466</td>
<td>24%</td>
<td>23%</td>
<td>22%</td>
</tr>
<tr>
<td>Atlantic</td>
<td>136</td>
<td>7%</td>
<td>7%</td>
<td>6%</td>
</tr>
<tr>
<td>Age 16–29</td>
<td>412</td>
<td>19%</td>
<td>20%</td>
<td>21%</td>
</tr>
<tr>
<td>Age 30–44</td>
<td>491</td>
<td>26%</td>
<td>24%</td>
<td>25%</td>
</tr>
<tr>
<td>Age 45–59</td>
<td>484</td>
<td>28%</td>
<td>24%</td>
<td>23%</td>
</tr>
<tr>
<td>Age 60+</td>
<td>635</td>
<td>27%</td>
<td>31%</td>
<td>31%</td>
</tr>
<tr>
<td>Woman</td>
<td>1,035</td>
<td>49%</td>
<td>51%</td>
<td>51%</td>
</tr>
<tr>
<td>Man</td>
<td>962</td>
<td>50%</td>
<td>48%</td>
<td>49%</td>
</tr>
<tr>
<td>Non-binary/third gender</td>
<td>19</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
</tr>
</tbody>
</table>
Survey Questions and Sample

**Figures 1 and 2: n=2,022**
Which of the following best describes how often you typically use the following online platforms?

- A few times an hour
- A few times a day
- A few times a week
- A few times a month
- A few times a year
- I don't use this
- Unsure

a. YouTube
b. Facebook
c. Facebook Messenger
d. Pinterest
e. Instagram
f. Snapchat
g. Twitter
h. TikTok
i. LinkedIn
j. WhatsApp
k. Reddit
l. Another social media platform: [text box]

**Figures 3 and 4: n=2,022**
Which of the following do you use to stay up-to-date with the news or current events? (select all that apply)

- All platforms used from Figure 1 question
- News on TV
- News on the radio
- Search engines, such as Google
- News websites
- Print newspapers
- Print magazines
- News alerts on your mobile device
- Messages from friends, family or colleagues
- Podcasts
- Email newsletters
- Other: [text box]
- None of the above

**Figures 5-7: n=2,022**
On a scale of 1-9, where 1 means you have no trust at all and 9 means you have a high degree of trust, how do you feel about each of the following companies when it comes to trusting them to act in the best interest of the public: [order randomized]

a. Apple
b. Bell Canada
c. Canadian Tire
d. CBC / Radio-Canada [split outside/inside of Québec]
e. CTV / TVA [split outside/inside of Québec]
f. Facebook
g. Global News
h. Google
i. Loblaw
j. Microsoft
k. Shell Canada
l. Tim Hortons
m. TikTok
n. The Globe and Mail
o. Twitter

**Figure 8: n=2,022**
Do you think there has been a change in the amount of harmful content such as hate speech, harassment and false information Canadians are exposed to over the past few years?

- Canadians are exposed to much more harmful content
- Canadians are exposed to somewhat more harmful content
- Canadians are exposed to somewhat less harmful content
- Canadians are exposed to much less harmful content
- The amount of harmful content has not changed
- Don’t know

**Figures 9: n=1,979**
Thinking about your use of online platforms, which best describes how often you see the following, including through posts, links, images, or videos:

- A few times a day
- A few times a week
- A few times a month
- A few times a year
- Never
- Unsure

a. Information about the news or current events that you immediately suspect to be false
b. Information about the news or current events that you believe to be true and later find out is false
c. Hate speech that deliberately promotes hatred against an identifiable group
d. Promotion or encouragement of physical violence
e. Identity fraud or impersonation
**Figure 10:** n=2,022
How much truth do you think there is to each of the following statements? (see table below for statements)
- Definitely true
- Somewhat true
- Somewhat not true
- Definitely not true
- Don’t know

What is the highest level of education you have completed?
No certificate, diploma or degree; or high school diploma or equivalency certificate n=640
Certificate of Apprenticeship, Certificate of Qualification, college, CEGEP or other certificate or diploma n=797
University degree n=566

What was your household income, before taxes and deductions, in 2021?
Less than $50,000 n=592
$50,000 to less than $100,000 n=666
More than $100,000 n=520

If you were to place yourself on a political spectrum where 1 means all the way to the far left and 9 means all the way to the far right, however you understand “left/right”, where would you place yourself?
Left (1-3) n=393
Centre (4-6) n=1,312
Right (7-9) n=317

**Figure 11:**
Low trust (1-3) in Figure 5 question grouped by responses to Figure 10 question; high n=290; midpoint n=630; low n=1,059

**Figure 12:**
Figure 3 question grouped by responses to Figure 10 question; high n=290; midpoint n=630; low n=1,059

**Figure 13:**
Average correct number of responses to Figure 10 question split by question in Figure 3.

**Figure 14:**
Have you ever experienced any of the following? Yes/No/Unsure
- Commented on or posted links, videos or images online about the news or politics
- Fact checked something you saw online using another source
- Joined an online group about an issue or cause with people you didn’t know
- Figure 9 question [few times a day/week]

**Figure 15:** n=1,979
Have you ever experienced any of the following? Yes/No/Unsure
- Been targeted with online hate speech that deliberately promoted hatred against a group you identify with
- Had your intimate images shared online without your consent
- Been targeted with online harassment that caused you to fear for your safety

How long have you lived in Canada?
Less Than 10 Years n=88
10 Years or More n=302
Born in Canada n=1,619

Do you identify as having a disability? Yes n=233

Do you self-identify as: (select all that apply and/or specify, if applicable)
- Arab, Middle Eastern or West Asian (e.g., Afghan, Iranian)
- Black (e.g., African, Afro-Caribbean, African-Canadian)
- East Asian (e.g., Chinese, Koran, Japanese, etc.)
- Indigenous, that is First Nations (Status/Non-Status), Metis or Inuit
- Latin American or Hispanic
- South Asian (e.g., East Indian, Pakistani, Sri Lankan, etc.)
- Southeast Asian (e.g., Filipino, Thai, Vietnamese, etc.)
- White
- Not listed – please specify [text box]
- Prefer not to say

Racialized Total n=447
South Asian n=82
Black n=54

Do you identify as lesbian, gay, bisexual, transgender, Two-Spirit, asexual, pansexual or queer? Yes n=172

**Figure 16:** n=1,979
There are concerns about a rise in harmful content such as hate speech, harassment and false information on large online platforms, like YouTube, Facebook or Instagram. Who do you think is most responsible for contributing to a rise in harmful online content, whether through action or inaction?
And who do you think should be most responsible for fixing a rise in harmful online content? [order randomized]
- The online platforms
- The people who use online platforms
- Government or political leaders
- I don’t think anyone is most responsible
- Unsure or don’t know
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Figure 17: n=1,979
Please indicate which of the following best describes your perspective; [order randomized]

a. Protecting freedom of expression is more important than regulating speech online
b. Reducing the amount of hate speech, harassment and false information online is more important than free expression
c. Government should intervene in online platforms to require them to act responsibly and reduce the amount of harmful content on their platforms
d. Government should not have a role in intervening in online platforms
e. The intentional spread of false information is a threat to Canadian democracy and needs to be addressed by government
f. Government cannot oversee and decide what is true or false, and should not have a role in addressing the intentional spread of false information

Figure 18: n=1,979
There have been a number of actions proposed to address harmful content on large online platforms, like YouTube, Facebook or Instagram. For each of the following, would you say you strongly support, somewhat support, are neutral, somewhat oppose or strongly oppose: [order randomized; each participant shown eight statements]

a. Requiring platforms to have built-in mechanisms for users to report illegal content, like hate speech or violent content
b. Requiring platforms to quickly remove accounts that impersonate others
c. Requiring platforms to quickly remove hate speech that deliberately promotes hatred against an identifiable group
d. Requiring platforms to quickly remove child sexual abuse material and report it to the police
e. Requiring platforms to quickly remove content that encourages or threatens physical violence
f. Requiring platforms to block or remove automated content or bot accounts
g. Requiring platforms to develop specific measures for child users, such as parental control tools or blocking adults from searching for or messaging children
h. Requiring platforms to quickly remove intimate or nude images posted without consent
i. Requiring platforms to label synthetic media or “deep fake” images or videos that depict people doing or saying things that never actually happened
j. Requiring platforms to offer users tools to easily fact check or search for authenticity of content they come across online
k. Requiring platforms to ensure paid online ads only contain true information and identify their source or sponsor
l. Requiring platforms to remove accounts that repeatedly spread false information
m. Requiring platforms to add warning labels to content that contains false information as determined by independent fact-checkers
n. Requiring platforms to regularly and transparently review their systems and mitigate systemic risks for users
o. Allowing the government to order platforms to take certain actions, such as block or promote certain content or services, during times of crisis with risk of imminent harm, like a terrorist event or public health emergency
p. Requiring platforms to apply Canadian laws when making decisions about content available in Canada

Figure 19: n=1,979
If used in Figure 1 question] For each of the following, is your account set to public or private?

• Facebook (n=1,662)
• Instagram (n=1,122)
• TikTok (n=585)
• Twitter (n=769)

- Public (meaning anyone can see your posts)
- Private (meaning only users you approve can see your posts)
- Unsure

Figure 20: n=1,979 [split sample in two]
A) Which types of online spaces do you think should be required to remove illegal content like hate speech or promotion of violence? (select all that apply)

- Public pages that can be viewed by anyone on the internet [e.g., YouTube, LinkedIn, public Facebook or Instagram profiles]
- Private pages that can be viewed by accepted followers [e.g., private Facebook or Instagram profiles]
- Private groups that can be viewed by accepted followers [e.g., Facebook groups or private Telegram channels]
- Private messages [e.g., message groups on Facebook Messenger]
- Unsure

B) The Criminal Code of Canada makes it illegal to communicate hate speech “other than in private conversation.” Questions have arisen about what types of online spaces should be considered “private” -- for example, Facebook, Instagram or YouTube pages that can only be viewed by accepted followers, or private online groups or chats [e.g., Facebook Messenger]. What do you think makes an online space ‘private’ [e.g., a certain number of viewers or followers, if the content is encrypted]? [open text box]
Belief Levels in Misinformation Statements (bold incorrectly identified)

<table>
<thead>
<tr>
<th>Options (could select multiple)</th>
<th>Definitely True</th>
<th>Somewhat True</th>
<th>Somewhat Not True</th>
<th>Definitely Not True</th>
<th>Don’t Know</th>
</tr>
</thead>
<tbody>
<tr>
<td>Climate change is a natural phenomenon not caused by human activities</td>
<td>7%</td>
<td>15%</td>
<td>27%</td>
<td>46%</td>
<td>6%</td>
</tr>
<tr>
<td>There is a group of people in Canada who are trying to replace native-born Canadians with immigrants who agree with their political views</td>
<td>5%</td>
<td>11%</td>
<td>12%</td>
<td>46%</td>
<td>25%</td>
</tr>
<tr>
<td>Bill Gates is using the pandemic to push a vaccine with a microchip capable of tracking people</td>
<td>4%</td>
<td>6%</td>
<td>8%</td>
<td>63%</td>
<td>19%</td>
</tr>
<tr>
<td>The medication hydroxychloroquine is proven to cure or prevent COVID-19</td>
<td>3%</td>
<td>8%</td>
<td>9%</td>
<td>42%</td>
<td>39%</td>
</tr>
<tr>
<td>Ukrainian nationalism is a neo-Nazi movement, so Russia invaded Ukraine to protect people</td>
<td>2%</td>
<td>5%</td>
<td>8%</td>
<td>65%</td>
<td>20%</td>
</tr>
<tr>
<td>The United States is training birds in Ukraine to spread disease among Russian citizens</td>
<td>1%</td>
<td>4%</td>
<td>6%</td>
<td>67%</td>
<td>22%</td>
</tr>
<tr>
<td>COVID-19 vaccines have no impact on fertility</td>
<td>27%</td>
<td>15%</td>
<td>9%</td>
<td>9%</td>
<td>39%</td>
</tr>
<tr>
<td>The number of natural disasters is increasing due to climate change</td>
<td>47%</td>
<td>33%</td>
<td>7%</td>
<td>6%</td>
<td>7%</td>
</tr>
</tbody>
</table>
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