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Executive 
Summary
This report was prepared at the request 
of the Parliamentary Protective Service 
to examine the human rights and legal 
considerations for the hypothetical use of 
face recognition technology (FRT) in the 
context of ensuring physical security within 
Canada’s parliamentary precinct and on 
Parliament Hill. It demonstrates that there 
are substantial legal, privacy, and human 
rights risks associated with the use of FRT. 
Faces are a type of biometric information 
unique to each person, and FRT determines 
the probability of facial similarity in images 
through computational analyses. Faces 
reveal who we are, where we come from, 
our families of origin, and can reveal other 
aspects of our lives such as our gender, race, 
ethnicity, health, and emotions — along with 
highly personal or intimate information about 
our lives such as our relationships, political 
or personal preferences, and travel patterns, 
particularly when our faces are examined 
over time. While this report focuses on the 
use of face recognition in the parliamentary 
context, it has numerous lessons that may 
apply to other physical security approaches 
including the use of biometric recognition 
systems.

There are currently no clear legal limits nor 
required safeguards regarding the collection 
and processing of biometric information 
such as facial images through automated 
means — a major gap in Canada’s privacy and 
human rights legal framework. Despite this, 
it is possible that the potential use of FRT in 
the parliamentary context, particularly for 
the unique identification of people through 
one-to-many searches, could be found 
unlawful and may affect the public’s trust 
and confidence that their privacy and other 
rights are being adequately protected and 

prioritized by their democratic institutions. 
This is because FRT can surveil, track, 
identify, misidentify, and may lead to 
decisions that result in people being stopped, 
questioned, detained and/or prevented from 
entry to the parliamentary precinct and 
Parliament Hill at significant scale and speed 
and in ways that are discreet and potentially 
arbitrary.

Algorithmic systems such as FRT 
reproduce and exacerbate the values 
and biases held by the people who create 
and use such systems. As a result, there 
is no such thing as algorithmic systems 
with “neutral” or “objective” results, because 
human biases are built into all aspects of the 
design of technology, such as the historical 
data on which a system is trained, how 
that data is gathered and labelled, and the 
construction of watchlists. The accuracy 
issues of FRT systems also relate to and can 
exacerbate the discriminatory impacts of 
such technology.
 
Parliamentary privilege — that is, the 
powers and immunities available to 
parliamentarians needed to do their 
work — should play a prominent role in 
any decisions regarding the use of FRT 
in the parliamentary context as well as 
the conditions of any deployment. This 
privilege can be pointed to by PPS with a 
view to justify the use of certain physical 
security and surveillance measures such 
as FRT, with the potential result that the 
Charter of Rights and Freedoms or other 
laws could not be invoked regarding the 
use of this measure. However, FRT could 
potentially be used with the effect that it 
impedes or delays parliamentarians from 
accessing Parliament or impedes certain 
parliamentarians more than others due to 
the potential discriminatory impacts of FRT, 
which may challenge the ability for PPS to 
rely on the privilege that exists to enable 
parliamentarians to perform their work.
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FRT poses significant concerns to the 
public from a privacy perspective. The 
use of FRT can disrupt the ability for visitors 
to remain anonymous and move freely at 
Parliament. The technology can be used 
to uniquely identify individuals who visit 
Parliament or categorize them based on 
their identity and, after identifying people, 
can be used to track their location patterns, 
political leanings, personal preferences, 
and activities. It can erode privacy rights 
enshrined in the Charter under section 8 and 
in the Privacy Act. When privacy rights are 
eroded, this paves the way for other rights 
under the Charter to be violated.

The potential use of FRT in the 
parliamentary context also raises 
numerous risks regarding the right to 
free expression, freedom of assembly, 
and association. Some of Canada’s most 
vulnerable populations visit Parliament 
to participate in rallies, protests, and 
to make their voices heard on essential 
political issues, which are activities that 
the PPS plays a key role in facilitating and 
protecting. The use of FRT can give rise to 
chilling effects that are likely to dissuade 
many groups from organizing and visiting 
Parliament on critical issues — particularly for 
communities such as Black and Indigenous 
people who have been historically subject 
to increased state surveillance. It is worth 
considering whether the impacts of FRT 
on these fundamental freedoms would be 
antithetical to the Canadian and democratic 
values that Parliament represents.

FRT also poses concerns in light of 
equality rights under section 15 of 
the Charter and other laws that may 
apply. FRT has higher inaccuracy rates 
for racialized individuals and others 
belonging to historically marginalized 
groups. If a security entity were to act on 
such outputs, the action could very well 
be a violation of the individual’s section 

15 equality rights. Even if FRT were to be 
perfectly accurate, discrimination may be 
embedded in the databases upon which an 
FRT system is trained and used and how 
personnel act upon the system’s findings. 
This is due to concerns that FRT system 
watchlists remain comprised of people 
who are disproportionately represented in 
other watchlist databases used by public 
safety and intelligence agencies, which is a 
product of the historic over-policing of these 
communities.
 
It is therefore clear that the legal, privacy, 
and human rights risks associated with FRT 
are numerous. If there is a decision to use 
FRT in the parliamentary context despite 
these risks, the following non-exhaustive set 
of considerations may serve useful:

• The Principles of Necessity, 
Proportionality, Effectiveness, and 
Minimal Impairment: The principles 
of necessity, proportionality, and their 
related considerations of effectiveness 
and minimal impairment ought to 
inform the collection and processing of 
facial information through FRT in the 
parliamentary context. Applying these 
principles for any potential deployment 
of FRT is critical for specifying, in an 
evidenced-based manner, whether FRT 
is needed in the parliamentary context, 
as well as its risks related to privacy and 
relevant Charter rights.

• Impact Assessments: Transparent 
impact assessments focused on privacy, 
the risk of Charter infringements, 
and automated decision-making or 
recommendation systems would be 
important to undertake both prior to 
the use of FRT and, if it is nonetheless 
used, on an ongoing basis post-
implementation. This should include 
ensuring, for example, that information 
used from third parties was collected 
lawfully, and that minimum accuracy and 
bias thresholds are in place.
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• Purpose Limitation: Clear and firm 
policies that narrowly scope how, when, 
where, and why FRT is used would be a 
first general set of steps that should be 
used in mitigating the technology’s risks. 
These limits include crafting specific, 
targeted purposes or triggers for its use; 
temporal limits on its use; limiting its use 
to the fewest geographic locations or 
to specific locations; and limiting whose 
facial images are scanned, compared, 
and stored.

• Public Consultation and Notice: Given 
that FRT has the ability to facilitate the 
infringement of people’s Charter rights, 
the public should be consulted and 
explicitly notified regarding the use of 
FRT in the parliamentary context should 
it be used despite the risks it poses. Prior 
to use, particular consultation should 
be conducted with communities that 
stand to be the most affected by the use 
of this technology, including people of 
colour, religious minorities, people from 
the LGBTQ2+ communities, people with 
disabilities, and others.

• Information Collection and Retention: 
To justify the collection of highly sensitive 
biometric information such as faces 
and the templates that can be made 
of a person’s face, there needs to be a 
demonstrable need to collect and retain 
each piece of information. If FRT is used, 
any facial templates collected beyond a 
demonstrable need should be deleted 
immediately; and, if stored, should be de-
identified to be in line with best practices 
regarding the storage of biometric 
information and to reduce the risk of 
privacy intrusions.

• Sufficient Resources: Significant 
resources are required for implementing 
face recognition systems, including for 
software, hardware, public consultation, 
technical and human rights auditing of 
the technology, and employee training on 
lawful use. 

• Human Intervention in Decision-
Making: It is important to have a trained 
human assess and validate any matches 
provided by an FRT system before action 
is taken based on that match, such as 
detaining someone or limiting their entry 
into a geographic area, as such actions 
may implicate the rights to due process 
or procedural fairness, as well as the right 
to freedom from arbitrary detention.

Certain uses of FRT could potentially 
address some, though not all, of the risks 
associated with the technology. For example, 
it could be possible that live FRT could pose 
fewer privacy-related concerns if used 
for authentication purposes through one-
to-one searches at indoor entrances into 
buildings with good lighting — and only 
when the facial images of a smaller, select, 
and fixed group of people are collected, 
processed, and immediately discarded, 
such as parliamentary staff members or 
parliamentarians who knowingly opt into 
its use. However, the other concerns raised 
throughout this report, such as parliamentary 
privilege, as well as accuracy and bias 
concerns for minority populations, may 
nonetheless remain in this context.

Additionally, when FRT is deployed in a 
particular setting such as for the protection 
of parliamentarians and Parliament Hill, then 
the possibility and implications of scope or 
function creep are a significant concern. 
Once systems are in use for a narrow and 
specific purpose, it would not be difficult 
to expand their use for broader purposes 
or in a wider range of circumstances that 
nonetheless raise the risks outlined in this 
report, with the potential concomitant harms 
associated with these legal and human rights 
risks. The use of FRT by one institution can 
also legitimize its use in other contexts and 
by other entities, including where there are 
fewer safeguards in place to prevent its 
deleterious impacts, misuse, and abuse.



1.

About this  
Report
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About This 
Report 
Government institutions across the globe 
are increasingly expressing interest in 
automated biometric recognition systems 
in hopes of improving the efficiency of their 
services. A prominent example of such 
biometric recognition software includes 
face recognition technology (FRT). FRT uses 
computational analyses to determine the 
probability of facial similarity in images, and 
can do so discreetly at significant speed and 
scale. This report examines key human rights 
and legal considerations of the potential 
use of FRT in the context of Canada’s 
parliamentary precinct and Parliament Hill. 
While this report focuses on the use of face 
recognition in the parliamentary context, 
it has numerous lessons that apply to 
biometric recognition systems more broadly.

Our research team from the Leadership Lab 
at Toronto Metropolitan University prepared 
this report for the Parliamentary Protective 
Service (PPS) between October 2021 and 
April 2022. The team agreed to produce an 
independent report based on interdisciplinary 
legal research and data gathered through 
interviews with PPS staff members, as 
well as lawyers, scholars, and practitioners 
with expertise on FRT or a related subject 
matter. The PPS funded this independent 
report; however, there were no data-sharing 
requirements between the research team 
and the PPS.

In interviews with PPS staff members, 
confidential information was obtained on 
the security practices used by the PPS. This 
report therefore speaks in purely hypothetical 
terms regarding the use of FRT in the 
parliamentary context. A draft version of this 
report was also submitted to the PPS in April 
2022, so that any confidential information 
could be noted and redacted from this report 
prior to sharing it with the public. No such 
information has been redacted. Additionally, 
the PPS provided clarifications regarding 
certain sections of the report, which are 
provided in Appendix A.

Sharing this report with the public is 
important given the role of Canada’s 
Parliament in facilitating democracy and 
the public’s interest in understanding the 
impacts of technology used for physical 
security in this setting. Unless otherwise 
specified, the findings and opinions of this 
report are those of the authors alone, as are 
any of the report’s shortcomings.

 
 



2.

Research 
Methodology
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Research 
Methodology 
This report examines the impacts or risks 
associated with the potential use of FRT 
by the Parliamentary Protective Service to 
physically secure Canada’s parliamentary 
precinct and Parliament Hill. This study 
considers and explores the following 
question: what considerations ought to guide 
the potential procurement and use of FRT 
in the parliamentary context from a legal, 
ethical, privacy, and security perspective?

Interdisciplinary methods were used to 
answer this question. The research team 
analyzed relevant secondary literature 
regarding the use of FRT for public safety, 
drawing on the fields of law, computer 
science, surveillance studies, and sociology 
published in or around 2010 and later. 
Legal analysis was also undertaken, with 
a focus on the privacy and human rights 
implications of FRT. Areas of law examined 
include the role of parliamentary privilege, 
international human rights law where 
relevant, constitutional law (including the 
Canadian Charter of Rights and Freedoms), 
and privacy law. A review of policy best 
practices related to privacy, human 
rights, cybersecurity, and other relevant 
considerations was also completed, and the 
resulting key considerations are found in the 
report’s executive summary and at the end 
of each section. This interdisciplinary legal 
and human rights analysis was important for 
addressing the impacts and risks of FRT in 
the parliamentary context.

 
 
 
 
 
 
 

The researchers also conducted qualitative, 
semi-structured interviews in the months of 
January-March 2022 as reviewed by Toronto 
Metropolitan University’s Research Ethics 
Board. A total of 32 people were interviewed. 
Interviews were conducted with 15 members 
of PPS staff who have knowledge of current 
security practices and/or organizational 
norms. An additional 17 experts were 
interviewed external to the PPS, hailing 
from various sectors — including academia, 
law, and civil society — with expertise on 
topics such as the efficacy and impacts of 
face recognition, privacy law, human rights 
law, criminology, surveillance studies, and 
organizational best practices regarding the 
use of technology. A mixed sampling strategy 
was used to select interview participants 
external to the PPS, including purposive, 
convenience, and snowball sampling.1 
The research team sought to interview a 
diverse set of external experts in terms of 
gender, race and ethnicity, and sector or 
field of study. Such in-depth interviews were 
chosen to inform analysis of the implications 
and risks of FRT, as well as considerations 
regarding potential deployment. A visit to the 
parliamentary precinct and Parliament Hill 
was also planned to facilitate observation as 
part of the methods used for this study, but 
was unfortunately unable to happen due to 
the 2022 convoy protest that occurred in 
Ottawa and the COVID-19 pandemic.
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Interviews lasted between 45 and 60 
minutes, and were held virtually through 
Zoom or Microsoft Teams. Interview 
questions generally focused on existing 
practices with respect to securing 
government buildings, interviewees’ 
knowledge of FRT, how the technology is 
currently being used by different actors, 
the laws and organizational policies and 
best practices that shape its use, and 
organizational considerations regarding 
use of this technology by the PPS and in a 
Canadian context more broadly. A reflexive 
approach informed the interview process 
wherein researchers acknowledged their role 
as participants in the process of knowledge 
construction.2 Interviews were audio-
recorded and transcribed when consent 
was provided by the interview subject. Only 
the authors of this report have access to 
the complete audio and transcription files. 
Data gathered from all interviews provided 

only background knowledge useful for the 
drafting of the report. The names of PPS staff 
interviewed for this report are not included in 
the acknowledgments section of this report 
to respect the consent of those interviewed, 
while the list of experts external to the PPS 
is included with the permission of all those 
listed.



3.
About Canada’s 
Parliament Hill &  
Acknowledging 
Indigenous  
Peoples’ Rights
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About Canada’s 
Parliament Hill and 
Acknowledging 
Indigenous Peoples’ 
Rights 
Parliament Hill is one of the most important 
places within Canada. It is the physical 
embodiment of Canada’s federal government 
system and of our democracy. Indeed, it 
is “the very heart of Canada’s democratic 
system of government.”3 It houses the 
executive, legislative, and judicial branches 
of the state. The collection of buildings on 
Parliament Hill are “shrines to our freedom.”4 
The Supreme Court of Canada has concluded 
that Parliament Hill “is a powerful symbol 
of Canada, representing our democratic 
tradition both to its citizens and residents, as 
well as to the millions of visitors who come to 
this country each year.”5  

Many visitors to Parliament Hill and the 
parliamentary precinct visit as tourists, but 
many others visit for meetings with Members 
of Parliament and other government 
officials.6 Still others visit Parliament Hill 
and its precinct to engage in political 
expression, ranging from activities such as 
vigils regarding violence against women,7 
demonstrations relating to healthcare,8 or 
demonstrations regarding rights for people 
with disabilities.9 Visitors to Canada’s 
parliamentary precinct and Parliament Hill 
can include some of the country’s most 
vulnerable communities.

 
 
 
 
 
 
 

It must also be acknowledged that 
Indigenous communities inhabited this 
land long before the arrival of European 
settlers. In particular, the southern banks 
of the Ottawa River (on which Canada’s 
parliamentary precinct resides) have been 
an important site for various Indigenous and 
First Nations communities, particularly the 
Algonquin Nation.10  

Discussing the security of Canada’s 
Parliament would therefore be incomplete 
without acknowledging the significant 
and longstanding harm that has been 
perpetrated against Indigenous peoples 
through state action.11 For over 150 years, 
Canadian policies and legislation have sought 
to control Indigenous communities and 
have destroyed their cultures, ways of life, 
and forms of governance.12 This process of 
assimilation has aimed to ignore Indigenous 
peoples’ rights, as well as rob them of their 
distinct identities through actions such as 
the assertion of control over land and the 
hyper-surveillance of Indigenous peoples.13
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Canada is still in the process of reckoning 
with its colonial history. More recently, 
shockwaves were felt around the nation — 
and on a global scale — when more than 
one thousand mass unmarked graves were 
discovered at former residential schools 
across Canada in 2021.14 Spurred on by 
this discovery, the Prime Minister explicitly 
referenced in all of his 2021 mandate 
letters the need for each minister to 
implement the United Nations Declaration 
on the Rights of Indigenous Peoples and 
to work in partnership with Indigenous 
communities to advance their rights.15 
The Truth and Reconciliation Commission 
Calls to Action also call upon the federal 
government to commit to eliminating the 
over-representation of Indigenous peoples 
and young people in custody — an important 
consideration when examining surveillance 
and security approaches and their 
intersection with public safety.16

In light of this, we acknowledge the urgent 
need to centre the rights and interests of 
Indigenous peoples in our analysis of the 
human rights implications related to the 
potential use of face recognition technology 
at Canada’s Parliament Hill and parliamentary 
precinct. We similarly urge all readers of this 
report, including members of PPS, to do the 
same as they read our report’s findings and 
implement or learn from its conclusions.

 
 



4.
Defining 
Biometric and 
Face Recognition 
Technology
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Defining 
Biometric and 
Face Recognition 
Technology
Faces are one of the most important physical 
parts of who we are as individuals. They are 
unique to us. Our faces generally remain 
unchanged throughout our lives.17 Faces 
reveal who we are, where we come from, 
our families of origin, and can reveal other 
aspects of our lives such as our gender, race, 
ethnicity, health, and emotions — along with 
highly personal or intimate information about 
our lives such as our relationships, political 
or personal preferences, and travel patterns, 
particularly when our faces are examined 
over time.

Faces are a type of biometric information 
or data.18 Biometric information is data 
related to the body or human characteristics. 
Scientists and industry actors have 
developed techniques, tactics, and 
technology that can compare patterns 
in biometric datasets.19 These biometric 
analysis techniques produce outputs that 
identify when a certain threshold of similarity 
exists between biometric data. While we 
caution against anthropomorphizing such 
mathematical processes,20 such techniques 
and technology can be seen as ‘recognizing’ 
patterns between biometric data that is 
stored and new biometric data that has been 
collected. This report uses the shorthand 
‘biometric recognition technology’ to capture 
software with such capabilities. Technology 
that ‘recognizes’ patterns in faces is a subset 
of biometric recognition technology and is 
referred to in the scientific community as 
facial or face recognition technology.

Experts distinguish between the analysis of 
‘strong’, ‘weak’, and ‘soft’ biometric data.21  
‘Strong biometrics’ refers to the analysis of 

data that is generally unchangeable and 
unique to a given person. Examples include 
genetic material, fingerprints, palm prints, 
voices, and irises. Faces are a type of ‘strong’ 
biometric data. ‘Weak biometrics’ refers to 
the analysis of data that is less fixed in nature 
and generally reveals less fixed states that 
may still be attributed to a particular person. 
Examples include a person’s body shape, 
behavioural patterns such as gait, and body 
sounds. ‘Soft biometrics’ refers to features 
that are generic in nature and that are not 
uniquely associated with an individual, 
including gender and age, for example.

Biometric recognition technology functions 
through the comparison of stored and live 
biometric prints or ‘templates.’22 A fingerprint 
is an example of such a template. Templates 
require the measurement of various aspects 
and features of biometric data. For facial 
images, systems typically measure and 
compare elements such as the colour 
and hue of the pixels within an image, the 
distance between facial features (such as 
eyes, mouth, chin, eyebrows, etc.) and the 
alignment between aspects of images.23 
Stored templates comprise the dataset or 
datasets against which live templates are 
compared.  

Stored templates function as ‘watchlists’ 
when public safety actors use them to 
identify people who have been flagged as 
safety or security risks. Landmark work in 
2019 by Pete Fussey and Daragh Murray 
on the London Metropolitan Police’s use 
of FRT demonstrates that a critical issue 
is the criteria used for the construction of 
watchlists and the criteria used to compile 
them.24 Understanding how watchlists are 
constructed is vital for determining the 
legality of such lists and for ascertaining 
the human rights impacts of a given face 
recognition system. For example, the 
legality surrounding the construction of 
an FRT system’s watchlist was a key issue 
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in a recent decision by the Office of the 
Privacy Commissioner (OPC). In 2021, the 
OPC concluded that facial image databases 
and watchlists are to be collected only 
through lawful means, as explained further in 
Section 6.1.1.25 The quality of images found 
in a watchlist is also another consideration 
related to an FRT system’s accuracy, as 
further explained in Section 4.1.

Biometric recognition technology can be 
used to authenticate a person’s known 
identity or to uniquely identify a person’s 
identity when they are not yet known.26 
Authentication occurs when someone claims 
to be a particular person and provides a live 
biometric template to compare against their 
own stored template in order to confirm 
their identity. In other words, authentication 
involves a person’s specific biometric 
template being compared against their own 
stored template. As such, this constitutes a 
‘one-to-one’ comparison. A good example 
of biometric recognition technology being 
used for authentication includes the storage 
of a person’s thumbprint or facial template 
on a device, which is compared to the live 
template of their own biometric template in 
order to obtain access to the device.

In contrast, biometric and face recognition 
technology can be used to categorize or 
uniquely identify an unknown person.27 
When FRT is used for such categorization or 
identification purposes, a person’s live facial 
template is compared against a database 
of many other facial templates, also known 
as a ‘one-to-many’ comparison. In this 
context, FRT can be used to categorize a 
person based on perceived features such as 
their gender, ethnicity, age, and the like. FRT 
can also be deployed with a view to uniquely 
identify a person based on the similarity of 
their facial template to stored templates 
found in a watchlist or set of watchlists. 
Some databases may contain millions or 
even billions of templates. When there are 

this many templates, it is possible that there 
will be duplicate images or templates of the 
same person.

Biometric recognition technology can be 
used to compare and produce results in 
real-time in a live setting or for investigation 
after alleged wrongdoing has occurred 
with static images, also referred to as ‘live’ 
and ‘retroactive’ FRT, respectively. For 
example, when FRT is used for the unique 
identification of people in real-time, cameras 
deployed will constantly be scanning live 
video feeds for faces, and comparing facial 
images captured with databases of stored 
facial templates.28 Recommended matches 
will be produced within a matter of seconds 
or minutes. 

When UK police forces in London and Cardiff 
used FRT in live settings, FRT operators 
could decide the minimum level of accuracy 
required for recommended matches to 
pull up.29 The operators involved needed to 
confirm whether they believed the match or 
matches were correct, and would proceed 
to attempt to apprehend the person or 
engage with the individual on the basis of the 
information associated with the face-match 
alert. It is worth noting here that the UK Court 
of Appeal concluded in 2020 that the use of 
FRT in real-time by the South Wales Police 
was illegal because it violated privacy rights, 
data protection laws, and the right to equality 
or freedom from discrimination.30

Biometric and face recognition can also 
occur retroactively on static images. When it 
comes to FRT, this could look like comparing 
a recently submitted driver’s licence photo 
with a database of driver’s licence photos 
when the comparison does not happen in 
real-time. It could also involve the extraction 
of facial images from video recorded via 
CCTV and comparison of the facial images 
with a watchlist. In the public safety context, 
the primary difference between the use of 
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FRT in real-time or after alleged wrongdoing 
has occurred involves the speed with which 
a person can be excluded from a geographic 
location, or their liberty deprived by being 
detained or arrested.
 
4.1 The Development 
and Functioning of FRT 
Systems
To understand the implications of FRT, 
it is important to understand how such 
systems are developed and the high-level 
fundamental details of how they function. 
Biometric and face recognition systems are 
computer programs made up of algorithms, 
inputs (e.g., training data, stored templates, 
live templates), and outputs (recommended 
matches).  

Algorithms, understood at their simplest, 
are sets of rules of instructions. Analogue 
examples include recipes or patterns for 
making a piece of clothing. Digital examples 
include lines of computer code that include 
logical if-then statements, which tell a 
computer system to execute tasks in a 
particular order using certain variables 
and inputs. Different systems’ algorithms 
perform differently and are associated with 
varying accuracy rates.31 For example, the 
South Wales Police used one company’s FRT 
systems that used different algorithms at 
different times.32 The different algorithms 
had different accuracy rates, with the later 
algorithms performing somewhat better than 
the first set used. 

Computer code and the algorithms they 
contain can be open-source and available for 
all people to examine for transparency, and 
to assess design and security vulnerabilities. 
Computer code can also be proprietary and 
withheld from the public as a means to help 
ensure security and for economic viability. 
When two police forces in the UK trialled 

real-time FRT, they used software that was 
proprietary in nature, and it was therefore 
not possible to know how the software 
produced its matches. Proprietary software 
is appealing for organizations and companies 
that want to limit who can use and recreate 
their software; however, it can at times be 
far more challenging, if not impossible, for 
anyone who did not produce the software 
to understand the functioning of such 
proprietary technology and to assess the 
risks it may pose.  

In terms of cybersecurity, closed-source 
software must be internally vetted for 
security flaws.33 Proprietary systems also 
implicitly rely on ‘security through obscurity’, 
an approach that uses the secrecy of a 
system’s functioning as a mode of defence 
from attack. A major weakness of proprietary, 
closed-source computer code concerns 
the lack of transparency regarding its 
functioning, particularly when things go 
wrong. The security of such systems can also 
be harder to guarantee. On the other hand, 
open-source computer code is appealing 
for its transparency, as such code can be 
reused, reworked, and easily examined in 
the open for its functioning and flaws. The 
downsides of open-source software are also 
its strengths, in that it is possible for anyone 
to know and take advantage of weaknesses 
that are out in the open; and the economic 
and informational control of open-source 
code is enabled through flexible open-source 
software licences.

Biometric and face recognition systems were 
born out of the field of artificial intelligence 
(AI). AI refers to multiple fields of study that 
explore how computers can be trained to 
execute instructions and tasks in ways that 
are similar to human intelligence.34 The field 
emerged in the post-WWII environment; and 
significant advancements have occurred over 
the last few decades due to the creation and 
dissemination of massive amounts of data, 
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as well as increases in computer processing 
power.35 AI can be ‘narrow’ or ‘general’, with 
the former referring to the development 
of systems for a specific purpose and the 
latter referring to systems that can perform 
multiple functions at once. Face recognition 
falls within the category of narrow AI and 
is a subset of image recognition (or what 
computer scientists refer to as ‘computer 
vision’).

Machine learning and other data science 
techniques can involve ‘supervised’ or 
‘unsupervised’ learning, or a hybrid of 
the two.36 Image recognition systems 
built through supervised learning must 
be developed using training datasets. In 
supervised learning, this data is labelled.37 
Elements of an image will be labelled, such 
as measurements between objects, colours, 
outlines, or pixels. In the context of face 
recognition, FRT systems will be trained 
to categorize or recognize patterns in new 
inputs, such as stored facial templates 
and new, live templates. There are many 
facial image datasets available that can be 
used to train an FRT system38 and used for 
watchlists. However, significant legal issues 
exist around the legality of such databases. 
In many cases, images have been scraped 
from the web or repurposed from webcam 
and CCTV livestreams, for example, without 
the consent of the people depicted.39 

Unsupervised learning systems are 
developed with datasets that are not 
labelled. With unsupervised learning, no 
particular outputs are sought and the system 
must identify patterns in datasets without 
initial human intervention — and, as a result, 
there can be difficulties in determining 
the bases for any biased results of such 
systems based on unsupervised learning.40 
Human intervention is nonetheless required 
to verify whether outputs are performing 
appropriately or accurately. It can be difficult 
for developers of unsupervised learning 

systems to identify how outputs were 
rendered. When a machine’s ‘decision-
making’ or analytical processes are unknown 
to the public, either through trade secrets 
or because of challenges with deciphering 
their logic, these ‘black box’ decisions could 
be arbitrary and unfair due to this lack of 
transparency.41 When such FRT systems are 
used in ways that can result in a person’s 
detention and arrest, for example, this may 
violate a person’s right to due process or 
procedural fairness as protected under the 
common law and section 7 of the Charter 
of Human Rights and Freedoms, as well as 
the right to freedom from arbitrary detention 
under section 9 of the Charter.42 

There are many factors that influence a 
biometric recognition system’s accuracy. 
When it comes to face recognition, these 
factors impacting accuracy are present when 
the system is being developed, as well as 
when the technology is being used:

• The algorithms used;

• The training datasets used;

• The number and quality of photos used 
for training, watchlists, and photos taken 
for comparison;

• Whether composite or artist sketches of 
images are used in watchlists; 

• Whether face recognition is relying on 2D 
or 3D imagery;

• The presence of facial obstruction or 
occlusion;

• Whether FRT is used in a live setting or on 
static images;

• Camera quality and age;

• Environmental factors, including lighting 
and weather;

• The presence of duplicate images and 
certain facial images that tend to match 
with many others;

• Minimum and maximum accuracy 
thresholds for the production of matches;
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• Spoofing, or a person’s intentional 
attempts to disguise their face to look like 
someone else.43

 
Indeed, a system’s training datasets and 
algorithms greatly affect its outputs, biases, 
and accuracy rates.44 This is related to the 
fact that data itself is never neutral.45 There 
are biases built into what data is collected, 
why it is collected, the kind of data collected, 
how it is formatted and stored, and other 
terms of its creation and use. In a similar 
vein, neither are algorithms neutral.46 They 
reveal and replicate the values and biases 
of their creators and developers. This helps 
dispel the fallacy or myth that mathematical 
processes can be more trustworthy or 
less biased than human decisions simply 
because they are mathematical.47 The 
belief that mathematical processes are 
objective or free from bias is itself a type of 
bias that shapes people – from a system’s 
developers to decision-makers like judges 
to public safety actors. However, it is 
critical to understand that built into all AI or 
automated recommendation systems are 
the biases and values of their creators, which 
can recreate and exacerbate longstanding 
power imbalances and inequities in society,48 
including but not limited to the fact that 
Black and Indigenous people face higher 
rates of being stopped and searched by 
public safety actors than people from other 
racial backgrounds in Canada.49

 
4.1.1 Accuracy Issues and Other 
Considerations Regarding the Use 
of FRT
 
On top of this, there is mounting evidence 
that the matches provided by FRT 
systems have accuracy problems that 
disproportionately impact certain equity-
deserving communities. The studies 
completed to date have largely occurred 
in the U.S. and in the UK, but are also very 
much relevant in the Canadian context. For 

example, a systematic review from 2020 
found that FRT can be very error-prone for 
various reasons related to the factors already 
mentioned (e.g., image obstruction, facial 
aging, combining recognition tactics, lack 
of multiple images featuring individuals).50 
A lack of three dimensional facial scans 
also means that 3D facial recognition 
performance remains “very critical and 
unreliable.”51 Further, the systematic review 
also found that facial recognition in live 
settings is also currently under-studied and 
also remains unreliable for reasons related 
to image blurring, low-resolution, and parts 
of images appearing as block artifacts, as 
well as when faces involve variable poses. 
Nearly 200 commercial FRT systems 
analyzed in 2019 by the U.S. National 
Institute of Standards and Technology 
(NIST) demonstrated that the technology 
has discriminatory effects on women, Black, 
East Asian, and Indigenous peoples.52 That 
study revealed that the algorithms analyzed 
were 10 to 100 times more likely to provide 
false positives in the one-to-one matching 
context for Asian and Black people compared 
to white people.  

Research also demonstrates that FRT 
systems can reproduce long-standing 
biases and have discriminatory impacts on 
certain equity-deserving groups related 
to accuracy rates. This is particularly the 
case when data-driven systems are relied 
upon where communities have historically 
been subject to over-policing.53 Additionally, 
foundational work by computer scientists 
Joy Buolamwini and Timnit Gebru reveals 
that numerous commonly used commercial 
gender classification algorithms (including 
those provided by IBM and Microsoft) 
performed best on people with lighter skin 
and on men.54 There are risks that FRT will 
fail to recognize certain parliamentarians as 
humans, particularly those who are Black.55 
Amazon’s FRT system Rekognition was found 
in 2018 as misidentifying members of U.S. 
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Congress who are people of colour through 
false matches of people depicted in mugshot 
images.56 FRT is also known to misidentify 
gender non-conforming people such as trans 
and non-binary people.57 While there have 
been few studies on the topic, it would be 
logical that FRT would also have higher mis-
identification rates for people with physical 
disabilities. The implication of such bias 
and accuracy issues is explained further in 
Sections 5.3, 6.1, and 6.3.

Two prominent studies on the use of 
real-time FRT for public safety provide an 
example of some of the other considerations 
that ought to guide any deployment of 
the technology.58 The first such study was 
undertaken in 2018 by Bethan Davies, 
Martin Innes, and Andrew Dawson of Cardiff 
University on the use of FRT by the South 
Wales Police on a trial basis. The second 
study, mentioned earlier in this section, 
was undertaken by University of Essex 
researchers to examine the use of FRT by the 
London Metropolitan Police.

The first practical lesson that can be taken 
from these studies is that significant 
resources are required for implementing 
face recognition systems. FRT is expensive 
to implement and could cost hundreds 
of thousands of dollars, if not millions, 
depending on the services, software, and 
hardware procured. For example, when the 
South Wales Police used FRT, the police force 
needed to spend considerable amounts 
on cameras that were recommended by 
the company they worked with for these 
services. They ended up spending £67,000 
(approximately $110,000 CAD) on 14 
cameras. They ultimately needed to replace 
all 14 cameras due to a manufacturing error, 
but fell within a warranty period allowing 
them to be replaced by the provider. The 
cameras purchased nonetheless performed 
poorly in low light conditions, and there 
were talks of replacing them with better 

quality and more expensive ones. As Davies, 
Innes, and Dawson conclude, the “evidence 
generated by this research is that the 
overall performance of the system involves 
a number of overt (costs of purchasing and 
replacing equipment) and more ‘hidden’ 
costs (upgrading the quality of custody 
images [used for watchlists] and how they 
are taken).”59 
 
The South Wales Police also ultimately 
faced a protracted legal battle regarding 
their use of FRT. If FRT were to be used in 
the Canadian federal parliamentary context, 
resources may be required to respond to 
legal claims given the legal and human rights 
risks posed by the technology. Funding 
could also need to be allocated for public 
consultations, as well as initial and regular 
auditing of the technology if the technology 
were to be used — examples of some of the 
costs related to a few key considerations that 
can be gleaned from this report regarding the 
potential use of FRT.

Research by Davies, Innes, and Dawson, 
as well as Fussey and Murray, also 
demonstrates that FRT is by no means ‘plug 
and play’ technology. Technologies deployed 
by public safety actors are often framed 
as ‘magic bullets’ to help solve legitimate 
occupational and organizational issues, 
yet there is often a significant difference 
between how the technology is perceived 
and how it functions when used on the 
job.60 More than this, significant human 
resources and training are required for the 
use of FRT. The South Wales Police, unlike 
the London Metropolitan Police, explicitly 
disclosed to the public that FRT was being 
used and also engaged in public awareness 
campaigns regarding its deployment. In 
the parliamentary context, many decisions 
regarding the potential deployment of FRT 
would also be needed, such as the criteria 
for who goes on watchlists, strategies for 
deploying tech in certain locations, handling 
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and assessing data, and policies for the 
PPS’s activities based on validated matches, 
among numerous other considerations.61 
Technical training would also be needed for 
staff members regarding the handling and 
operation of the technology and, importantly, 
for addressing the discriminatory and 
potentially rights-infringing impacts of the 
technology.  

Training and explicit, written policies would 
also be needed for handling particularly 
sensitive situations, such as an FRT system 
resulting in the recognition or potentially 
misrecognition of people who are engaging 
in lawful political free expression, who are in 
mental health crises, or who are unhoused, 
as well as children. For example, Fussey 
and Murray observed that the London 
Metropolitan Police’s use of FRT resulted 
in the questioning of a 14-year-old child.62 
Police began questioning this child despite 
the fact that an operator later assessed the 
alleged match as inaccurate. The child was 
a “uniformed schoolboy” who “was stopped 
and surrounded by five plainclothes officers” 
around 20 metres from the van used for 
face recognition.63 The police engaged in 
an identity check, realized that they had 
the wrong person, and the altercation was 
followed by “conflict on the streets with an 
adult female shouting at the officers and 
complaining about the police engaging with 
children in this manner.”64 

PPS is not immune from the possibility of its 
team members engaging in such treatment 
of vulnerable or minority communities, 
which could be exacerbated by the use of 
technology such as FRT. For example, a 
group of Black human rights, labour, and 
youth groups were attending an event called 
Black Voices on Parliament Hill with Cabinet 
ministers in 2019.65 The visitors stated 
that a government employee complained 
about them to PPS and referred to them as 
“dark-skinned people.” A PPS staff member 
allegedly asked the group to leave despite 
them having the permission and valid passes 

to be there. The Speaker of the House of 
Commons later apologized for such racial 
profiling and the Prime Minister ultimately 
issued an apology while also launching an 
investigation into the incident.66 

Relatedly, an Indigenous Member of 
Parliament, Mumilaaq Qaqqaq, stated that 
she was regularly stopped and questioned 
by PPS staff members, and had experienced 
racial profiling since being elected in 2019.67 
She told news media that she “never 
felt safe”, that security personnel would 
sometimes jog after her in the hallways 
when she entered buildings, and that every 
time she walked on the House of Commons 
grounds, she felt reminded that she didn’t 
belong there.68 In 2021, she ultimately 
decided not to run for re-election.

As explained in Sections 5.3 and 6.3, 
technology such as FRT can perpetuate and 
exacerbate such long-standing inequities in 
communities and the contexts in which the 
technology is used, while also facilitating the 
infringement of people’s Charter rights with 
decreased human intervention. Numerous 
measures could be taken to address the risks 
of FRT, as outlined throughout this report in 
the parliamentary context. For example, it 
would be important to have a human assess 
and validate any matches provided by an FRT 
system before action is taken based on that 
match, such as detaining someone or limiting 
their entry into a geographic area. This is 
because when FRT systems are used in ways 
that can result in a person’s detention and 
arrest, this may violate a person’s right to due 
process or procedural fairness as protected 
under the common law and the Charter of 
Human Rights and Freedoms, as well as the 
right to freedom from arbitrary detention.69 
These issues should be tackled and 
addressed prior to the use of this technology; 
and, if the technology is nonetheless used 
after in-depth privacy and human rights 
analyses, the technology’s risks would need 
to be addressed and mitigated throughout its 
use.
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4.2 Contextualizing FRT
Over the years, there have been significant 
changes in national and international 
security impacting public safety and security 
practices.70 These changes have been 
facilitated by data-driven technologies such 
as artificial intelligence and other analytics 
software. They also factor into larger trends 
aimed at preventing wrongdoing and 
detecting security risks through advanced 
data gathering and processing systems. 
Research on data collection technologies 
and the ways in which they have shaped 
public safety and security practices, as well 
as their consequences, have been well-
documented for some time — including their 
roles in expanding state surveillance.71 More 
recently, such trends have accelerated while 
technological advancements have spurred 
on increased uptake of potentially intrusive 
technology.72 

In tandem, public safety and security norms 
have shifted from a reactive or preventive 
logic to one where pre-emption is a primary 
goal, enabled by technology.73 This has drawn 
crime and security policymaking discussions 
closer to the concept of ‘pre-crime’ which 
“shifts the temporal perspective to anticipate 
and forestall that which has not yet occurred, 
and may never do so.”74 Public safety actors 
such as police agencies in the United 
States have experimented with — and many 
continue to use — data-driven technologies 
that claim to ‘predict’ crime within a 
certain geography,75 while other systems 
have been designed to identify individuals 
suspected to commit future crimes using 
proprietary algorithms that calculate ‘risk’ 
scores.76 The use of such technologies has 
drawn significant criticism by experts and 
community groups for their wide-ranging 
sociotechnical and political consequences, 
including their potential to violate human 
rights and civil liberties, with members of 

vulnerable and marginalized communities 
facing particular concerns as also discussed 
in various sections of this report.77

Although many of these discussions 
often take place within the U.S. and EU 
contexts, reports reveal that Canadian 
public safety and security agencies are 
increasingly deploying, using, or planning 
on procuring such technologies.78 The 
Vancouver Police Department is currently 
using data-driven technologies to identify 
the likelihood of crimes taking place within 
particular neighbourhoods;79 while in 
Saskatchewan, police are analyzing data 
to identify individuals who may be involved 
in illegal activity.80 Against this backdrop of 
increasing desire for security, coupled with 
the push to achieve greater efficiency and 
effectiveness,81 there is an ever-increasing 
accumulation of security products by state 
actors that seek to predict wrongdoing,82 
including face recognition technology. 

The events of 9/11 have catalyzed the 
development and use of FRT in particular, 
which has been perceived as a solution to 
the “unidentifiable” enemy.83 Indeed, since 
around 2004, FRT has been used at Canada’s 
border with a view to prevent passport 
fraud.84 A handful of police services in 
Canada have also particularly begun using or 
attempting to use FRT over the past several 
years, with many agencies lacking robust 
policies on its use,85 and with significant gaps 
in privacy and human rights laws concerning 
the collection of highly sensitive biometric 
information such as facial images for 
automated processing.86
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4.3 FRT Potential Use 
Cases in the Parliamentary 
Context
There are numerous publicly-known and 
obvious physical security and surveillance 
measures in place in the parliamentary 
context, such as the use of CCTV and visitor 
screening. More specifically, news reports 
indicate that metal detectors were installed 
at the entrances to the House of Commons 
gallery in 1982.87 Non-official vehicles were 
barred from entering Parliament Hill in 1997, 
while metal bollards were installed at the 
Hill’s three main gates for vehicle access.88 
While it was still in charge of security for 
the physical grounds of Parliament Hill as 
described in Section 5.1, the Royal Canadian 
Mounted Police (RCMP) added 134 CCTV 
cameras to the existing 50 cameras in 2013 
to monitor access to Parliament Hill, as well 
the exterior of all buildings, pedestrian doors, 
and areas that allow for the gathering of 
groups of people.89 At the time, the RCMP 
stated that the cameras’ logs were kept for 
90 days and video feeds for 30 days. The 
Office of the Privacy Commissioner (OPC) 
told news media that many of the cameras 
are monitored round-the-clock and have 
the ability to record close-up images, as 
well as panoramic views.90 After a back and 
forth with the OPC, which enforces Canada’s 
federal privacy laws, the RCMP agreed to 
post signs informing the public of the 24-
hour video surveillance, given Parliament 
Hill’s role as an important site of political 
expression for groups across the country. 
Ongoing renovations for Parliament buildings 
have also prompted conversations regarding 
the possible implementation of additional 
security tactics, tools, and practices.91 
 
 
 

 

As an illustrative and purely hypothetical 
exercise, potential use cases of FRT in the 
parliamentary context are summarized 
in Table 1. The term ‘restrictive’ is used 
to convey the more limited nature of the 
deployment of FRT, rather than solely the 
perceived level of restriction that could be 
placed on rights.92 While this is just one way 
to assess impact, deployment that is ‘more 
restrictive’ refers here to the assumption 
that a smaller number of people could be 
impacted if FRT were to be deployed as 
described when it comes to location, timing, 
and who is targeted by FRT. Conversely, ‘least 
restrictive’ assumes that a greater number 
of people could potentially be impacted if 
the technology is deployed in such a fashion 
regarding the location, timing, and those 
targeted by the use of FRT.
 
This heuristic is non-exhaustive and these 
prongs of analysis exist on a spectrum. This 
information is provided to outline the various 
hypothetical ways the technology could 
potentially be used, as each brings different 
privacy and human rights considerations and 
risks. Related analysis in the UK includes the 
Surveillance Camera Code of Practice, which 
requires determining the specific problem 
that needs to be addressed through the 
use of an intrusive privacy measure, who 
will be targeted using the measure, why the 
measure is necessary and proportionate, 
when it would be used, and where.93
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Table 1: Potential Use Cases of FRT in the Parliamentary Context – From Most 
to Least Restrictive Levels of Deployment 

Most Restrictive 
Deployment

↑

Level of 
Restrictiveness 

Regarding 
Deployment

↓

Least 
Restrictive 

Deployment

Location of 
Deployment

Timing of 
Deployment

Targets of FRT
Purpose and 
Conditions of 
Deployment

Notice and 
Consent 

Regarding 
Deployment

Inside 
Parliament 
buildings 
(some or all)

At interior 
entrance of 
Parliament 
buildings 
(some or all) 

At outdoor 
entrances of 
Parliament 
buildings 
(some or all)

Throughout 
the 
parliamentary 
precinct and 
on Parliament 
Hill

At perimeter 
of Parliament 
Hill

Outside of 
parliamentary 
precinct and 
Parliament Hill

When a 
specific, time-
limited security 
threat has 
been identified 
(e.g., a bomb 
threat)

During a time-
limited event at 
parliamentary 
precinct and 
on Parliament 
Hill

No time limits; 
deployed 
perpetually

PPS and/or 
domestic or 
international 
security 
partners

Parliamentarians 
(Members of 
Parliament and 
Senators), staff, 
and employees

All people 
visiting 
Parliament

People not yet 
on Parliament 
grounds

Categorization 
based on ‘soft’ 
face-related 
information 
only (e.g., 
person’s 
gender, 
ethnicity, age, 
etc.)

Authentication 
of known 
identity 
through 
one-to-one 
comparison

Unique 
identification 
of unknown 
identity 
through 
one-to-many 
comparison

Knowingly 
opted into and 
revocation 
of consent 
is possible 
for entry into 
location where 
FRT is used

Upon notice of 
surveillance

Neither 
consent 
nor notice 
obtained
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4.4 Key Considerations 

• There are many facial image datasets 
available that can be used to train an 
FRT system and employed for watchlists. 
However, significant legal issues exist 
around the legality of the construction 
of such databases. For example, the 
OPC has concluded that facial image 
databases and watchlists are to be 
collected only through lawful means. 
Aspects of an FRT system such as 
image quality impact the accuracy of the 
system.

• FRT systems can reproduce long-
standing biases and have discriminatory 
impacts on certain equity-deserving 
groups related to accuracy rates — 
particularly when data-driven systems 
are relied upon where communities have 
historically been subject to over-policing.

• Significant resources are required for 
implementing face recognition systems, 
including for software, hardware, public 
consultation, technical and human rights 
auditing of the technology, training, and 
potential legal claims arising from the 
technology’s use, among other costs. 

• It is important to have a human assess 
and validate any matches provided by 
an FRT system before action is taken 
based on that match, such as detaining 
someone or limiting their entry into a 
geographic area, as such actions may 
implicate the rights to due process or 
procedural fairness, as well as the right to 
freedom from arbitrary detention.

• Given that FRT has the ability to 
facilitate the infringement of people’s 
Charter rights with decreased human 
intervention, the public should be 
consulted and explicitly notified 
regarding the potential use of FRT in the 
parliamentary context. 

• These issues should be tackled and 
addressed prior to the use of this 
technology; and, if the technology 
is nonetheless used after in-depth 
privacy and human rights analyses, the 
technology’s risks should be addressed 
and mitigated throughout its use.



5.
The History and 
Powers of the 
Parliamentary 
Protective Service
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The History and 
Powers of the 
Parliamentary 
Protective Service
5.1 A Brief History of PPS
 
A brief overview of the history and powers 
of the Parliamentary Protective Service 
(PPS) is useful here. The PPS is a relatively 
new institution, created in 2015 after an 
armed attacker entered Parliament Hill’s 
Centre Block building and tragically killed 
a soldier on ceremonial guard.94 Prior to 
this, security in the parliamentary context 
was independently managed by the House 
of Commons Security Service, the Senate 
Protective Services, and the Royal Canadian 
Mounted Police (RCMP).95 

Security responsibilities prior to the creation 
of the PPS were complex and described 
as “operating in silos.”96 The RCMP was 
responsible for the security of the physical 
grounds that surround the buildings on 
Parliament Hill.97 The Senate Protective 
Services and the House of Commons 
Security Service were responsible for the 
security of the interior of the buildings.98 
These security groups worked with different 
communication systems, had separate 
training regimens for staff members, and 
interactions were limited between the 
teams.99 On top of this, the Ottawa Police 
Service was responsible for responding to 
alleged unlawful activity on Parliament Hill 
and had responsibility for the jurisdiction 
surrounding the area.100

After the attack on October 22, 2014, the 
RCMP temporarily took over operational 
command of all security on Parliament Hill 
on February 4, 2015.101 Reviews by both 
Parliament and the RCMP102 recommended 
the creation of a unified security force.103 The 

establishment of the PPS on June 23, 2015 
therefore filled a gap by providing physical 
security services in a more integrated 
fashion.

5.2 Shared Responsibilities 
for Physical Security in the 
Parliamentary Context
5.2.1 The Sources of the PPS’s 
Powers and the PPS’s Mandate
 
The PPS was established by the Parliament 
of Canada Act (the Act).104 A memorandum 
of understanding (MOU) was signed pursuant 
to section 79.55 of the Act to have the 
RCMP provide physical security services 
through the PPS.105 The MOU provides useful 
clarifications given that changes to the 
governance and operations of security in the 
parliamentary context were implemented 
very rapidly after the attack in late October 
2014.106

The PPS was established to provide 
physical security on Parliament Hill and the 
parliamentary precinct;107 and comprises 
an amalgamation of the Senate Protective 
Services, the House of Commons Security 
Services, and the RCMP.108 

The PPS’s mandate is broad. The Act requires 
the PPS to provide physical security in the 
Parliamentary precinct and on the grounds of 
Parliament Hill. Section 3 of the MOU further 
defines the PPS’s mandate as including the 
“physical security of Parliament, its premises, 
Parliamentarians, Parliamentary Staff, and 
guests of Parliament.”109  
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Importantly, the PPS is not law enforcement, 
but has the ability to detain for arrest by 
law enforcement by virtue of its mandate 
to ensure physical security.110 The MOU also 
states that the PPS will refer “allegations 
and complaints of criminal activity” to 
“appropriate police officers outside the 
Parliamentary Protective Service.”111 The MOU 
states that “subsequent policing activities will 
follow established protocols consistent with 
parliamentary privileges and traditions.”112 
It could be presumed that the subsequent 
policing activities referred to here generally 
capture the actions of police of jurisdiction, 
such as the RCMP or the Ottawa Police 
Service.

The Act sets out the geographic areas 
relevant in the parliamentary context. Section 
79.51 of the Act defines “parliamentary 
precinct” as the premises or any part of the 
premises (except the constituency offices 
of members of Parliament) that are used by 
the following entities or individuals, or their 
officers or staff:  
 

a. the Senate, House of Commons, 
Library of Parliament or Parliamentary 
committees; 

b. members of the Senate or the House 
of Commons who are carrying out their 
parliamentary functions;

c. the Senate Ethics Officer or the Conflict of 
Interest and Ethics Commissioner; 

d. the Service; or
e. the Parliamentary Budget Officer.

The premises must be designated in 
writing by the Speakers of the Senate or 
the House of Commons.113 The Speakers 
can also alter what geographic areas and 
buildings are included in the meaning 
of “parliamentary precinct” so long as 
they advise and consult with the PPS’s 
Director regarding these changes.114 
 
“Parliament Hill” is defined as the grounds 
in the City of Ottawa bounded by 
Wellington Street, the Rideau Canal, the 
Ottawa River, and Kent Street.115 A map of 
Parliament Hill can be viewed below.

Figure 1: A Map of Parliament Hill116 
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Part of the PPS’s mandate includes certain 
considerations and limitations. Importantly, 
the MOU requires the PPS to “be sensitive 
and responsive to, and act in accordance 
with, the privileges, rights, immunities 
and powers of the Senate and the House 
of Commons and their Members”, which 
are concepts that will be explained and 
analyzed in Section 5.3.117 The PPS must 
also allow other branches of the RCMP 
(such as the Prime Minister’s Protective 
Detail) to carry out their functions within the 
parliamentary precinct.118 The PPS and its 
staff members must also “have due regard to 
the need to ensure reasonable access to the 
Parliamentary precinct and the grounds of 
Parliament Hill.”119

Paragraph 3 of the MOU states that the 
definition of physical security “excludes IM/
IT infrastructure and IT security, including 
the sharing and protection of data.” The issue 
of responsibility for the security of digital 
infrastructure is relevant for any use of FRT 
in the parliamentary context because using 
the technology would involve the collection, 
processing, and potential sharing of data 
such as facial images, facial templates, 
and potentially information about people’s 
travel locations and patterns, all of which 
is highly sensitive in nature. The PPS has 
stated to us in the course of our research 
that responsibility for IM/IT infrastructure 
and IT security is a shared responsibility with 
the House of Commons, and that the PPS 
has its own data classification system and 
is actively educating its staff members on 
criteria used for this classification. The PPS 
has also informed us that it has developed 
an Information Management policy, Personal 
Information Handling procedures and a 
methodology for Personal Information 
Assessments.

 
 
 

5.2.2 The Key Players Regarding 
Physical Security in the 
Parliamentary Context 
 
Under the Act, both of the Speakers of 
the Senate and the House of Commons 
are responsible for “all matters with 
respect to physical security throughout 
the parliamentary precinct and Parliament 
Hill.”120 The law states that the Speakers are 
ultimately “responsible for [the PPS]” as 
“custodians of the powers, privileges, rights 
and immunities of their respective and of 
the members of those Houses”.121 Section 
7a of the MOU states that the Speakers of 
the Senate and the House of Commons 
have ultimate authority for the security of 
the parliamentary precinct.122 However, this 
provision of the MOU is silent on whether the 
Speakers have authority for the security of 
Parliament Hill. Nonetheless, the Speakers 
are also required to “set general policy, 
including annual objectives, priorities and 
goals” related to the security of both the 
parliamentary precinct and Parliament Hill, in 
consultation with the PPS’s Director.123

While the RCMP remains distinct from PPS, 
the MOU nonetheless provides the RCMP 
with an important role in the provision 
of physical security in the parliamentary 
context. Indeed, the MOU was signed by 
the Speaker of the Senate, the Speaker of 
the House of Commons, and the Minister 
of Public Safety as an arrangement to have 
the RCMP provide physical security services 
throughout the parliamentary precinct and 
Parliament Hill.”124 Further, the MOU states 
that the RCMP must “lead integrated security 
operations throughout the parliamentary 
precinct and on the grounds of Parliament 
Hill.”125 The Director of the PPS must also be 
a member of the RCMP;126 and is appointed 
through a consensus-based process by 
the RCMP Commissioner, the Speaker of 
the Senate and the Speaker of the House of 
Commons.127 The Commissioner of the RCMP 
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reports to the Minister of Public Safety and is 
responsible for the control and management 
of the RCMP.128 Members of the PPS may 
include members of the RCMP,129 but the 
PPS’s Director is currently the only staff 
member who is also a member of the RCMP.

5.3 The Legal Nature of 
the PPS and the Role of 
Parliamentary Privilege
A very important concept for analysis in 
this report is parliamentary privilege. The 
Supreme Court of Canada has defined 
parliamentary privilege as the sum of the 
privileges, immunities from the law, and 
powers enjoyed by the Senate, the House 
of Commons, and provincial legislative 
assemblies, and by each member individually 
necessary to do their legislative work.130 
The concept is in use because settlers 
from the United Kingdom imported the 
Westminster system of governance for the 
federal government during the founding of 
Canada as a country.131 The doctrine of the 
separation of powers between the legislative, 
executive, and judicial branches of the state 
was also imported to Canada along with 
the Westminster governance system. While 
the legislative branch can claim immunity 
from the application of the law through 
parliamentary privilege, the executive and 
judicial branches cannot claim this privilege. 
Parliamentary privileges can be claimed 
collectively by each of the two Houses (the 
Senate and the House of Commons) or they 
can be claimed by members of the Houses 
individually.132 

In short, when an activity is protected by 
parliamentary privilege, courts cannot 
review its exercise or compliance with the 
Constitution Act (including the Canadian 
Charter of Rights and Freedoms) and other 
statutes.133 However, courts may review 

whether the claimed privilege’s existence 
is necessary for the two Houses and its 
members to “carry out their parliamentary 
functions of deliberating, legislating and 
holding the government to account, 
without interference from the executive 
or the court.”134 The immunity from judicial 
review afforded by parliamentary privilege 
is particularly significant for people whose 
rights may be impacted by its exercise. For 
example, visitors to Parliament Hill and the 
parliamentary precinct do not benefit from 
parliamentary privilege and may be harmed 
by the exercise of privileged activities that 
could infringe their rights under laws such as 
the Charter and the Privacy Act.135

5.3.1 Parliamentary Privilege and 
Parliamentary Security 

Our analysis finds that parliamentary privilege 
is a crucial concept in the context of the 
PPS’s work because it can both enable and 
limit its activities. The PPS can claim that 
parliamentary privilege enables much of 
their activity by virtue of sections 79.53(1) 
and 79.52(2) of the Parliament of Canada 
Act, which gives the Speakers of the Senate 
and the House of Commons ultimate 
responsibility for the physical security of the 
parliamentary precinct and Parliament Hill, as 
well as for the PPS.136 

One way that the PPS could rely on 
parliamentary privilege to shield its 
activities from judicial review is through the 
recognized privilege of the Senate and House 
of Commons to manage their own internal 
affairs.137 The privilege of the two Houses to 
manage their own internal affairs has been 
recognized in relation to the decisions of 
the House of Commons’ Board of Internal 
Economy and other types of activities, and 
could include some aspects of security 
operations.138 However, the privilege for the 
Senate and House of Commons to manage 
their internal affairs is not absolute and 
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courts have limited its scope.139 For example, 
in Canada v Vaid, the Supreme Court of 
Canada found that the relationship between 
Parliament and its employees was subject to 
and reviewable under the Canadian Human 
Rights Act in the context of a claim of 
discrimination.140

The PPS could also attempt to rely on the 
House of Commons’ privilege to exclude 
strangers from legislative precincts, with 
a view to justify its use of certain physical 
security and surveillance measures. In the 
past, this privilege has been called upon 
to shield from judicial review decisions to 
exclude journalists with cameras from House 
of Commons proceedings141 and to deny 
entry to a delegation of Sikh men carrying 
their kirpans.142 Legislatures have also used 
this privilege to place bans on visitors who 
have caused past disruptions within a 
legislative precinct. In one case at Queen’s 
Park, the Legislative Assembly of Ontario 
placed a ban on protestors who had thrown 
blood-coloured paint to the walls of the 
legislative building.143 The Ontario Superior 
Court of Justice ruled in that case that 
the legislative precinct, and therefore, the 
legislature’s authority to exclude strangers 
without judicial review, extended beyond the 
legislative building.144

However, our analysis suggests that the 
PPS’s activities can also be limited by 
parliamentary privilege. For example, the 
PPS could engage in activities that violate 
or at the very least challenge parliamentary 
privilege for an individual member or possibly 
one of the Houses as a collective. Indeed, 
both the Parliament of Canada Act and the 
MOU stipulate that the PPS cannot limit the 
powers, privileges, rights, and immunities of 
the Senate and the House of Commons.145 
This is not a hypothetical concern. A 
parliamentarian testified in 2017 that he 
was prohibited from entering Parliament 
because an escort of the Prime Minister’s 

motorcade was arriving and monopolizing 
security services. As a result of the delay, 
the parliamentarian and his colleague 
arrived late to the vote and were unable to 
exercise their functions as members of the 
House. He alleged that this was a breach 
of parliamentary privilege.146 Similarly, a 
researcher for the Standing Committee 
on Procedure and House Affairs found in 
2017 that there had been seven instances 
“involving members being impeded or 
delayed from accessing Parliament Hill 
and the parliamentary precinct freely” due 
to the use of security measures by PPS 
personnel, with the result that the members 
of the House of Commons missed votes.147 
It is therefore clear that the use of certain 
security measures in the parliamentary 
context must be examined in light of 
parliamentary privilege.148

5.3.2 Face Recognition Technology 
and Parliamentary Privilege 

To claim that the use of surveillance 
measures such as FRT is shielded by 
parliamentary privilege, it may be possible 
to argue that the technology is an extension 
of physical security practices in place that 
generally help the legislature identify people 
who ought not to enter Parliament Hill  
and/or the parliamentary precinct. The idea 
would be that the technology would help 
the Senate and the House of Commons, 
as well as its individual members, exercise 
their functions by rooting out individuals 
who threaten physical security even before 
they engage in wrongdoing through the 
rapid identification of such individuals on an 
automated basis. This practice would aim to 
prevent an unwanted person from entering 
the protected parliamentary area or lead 
to them being apprehended for removal or 
arrest. One could also hope that the use 
of FRT would improve the ease of access 
to Parliament for Senate and House of 
Commons members, as well as their staff, or 
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to be used for authentication purposes with 
digital access passes. The use of FRT could 
be used with the goal of aiming to reduce 
the amount of parliamentarians’ faces that 
must be memorized by security staff in the 
parliamentary context. 

However, the reasons for FRT’s appeal 
also relate to many of its concerns for 
parliamentarians. This is because the use 
of FRT authentication and the unique 
identification of individuals is fundamentally 
different than relying on humans to do 
such activities. As explained in Section 4.1, 
FRT is very powerful in the way it enables 
the rapid capture of a large amount facial 
images for analysis, as well as the rapid 
comparison of such faces against either a 
particular stored facial template or one or 
more watchlists. The speed at which FRT 
can be used to identify people is also an 
indication of how quickly the technology may 
prevent a parliamentarian from accessing 
the parliamentary precinct and Parliament 
Hill; how quickly it may misrecognize a 
parliamentarian; or how quickly it can 
be used to profile parliamentarians and 
track their travel history. Algorithmic and 
automated biometric recognition technology 
such as FRT can facilitate surveillance 
of the human body at increased speed 
and scale. Such technology also learns 
from and reproduces human biases. The 
following analysis makes clear that the use of 
technology such as FRT to augment human 
decision-making processes for physical 
security could pose significant risks to 
parliamentary privilege for parliamentarians. 

In particular, the use of FRT may have 
discriminatory impacts on parliamentarians 
and their staff. More specifically, as described 
in Section 4, the technology is known to 
have higher inaccuracy rates for equity-
deserving and minority populations. A 
major problem here would be the exercise 
of parliamentary privilege, ostensibly in 

the collective’s interest, but with arbitrary 
and discriminatory impacts on individual 
parliamentarians and their staff. If certain 
parliamentarians or their staff members 
are either not recognized as human or are 
misrecognized as someone else by FRT, 
then the technology could also prevent 
parliamentarians from entering premises 
(even if temporarily) and could ultimately 
impede or prevent them from exercising their 
functions and duties with the independence 
and dignity they deserve.

In a recent report of the House of Commons, 
one parliamentarian suggested that 
parliamentary privilege should be seen as a 
way to protect parliamentary minorities.149 
Parliamentary minorities are most likely 
to be negatively impacted by surveillance 
technologies. These could be demographic 
or political minorities. For example, 
parliamentarians from racialized, religious, or 
language minority groups may have more to 
lose — in terms of the freedom of movement, 
expression, and association — from the 
use of physical security and surveillance 
measures such as the deployment of 
FRT.150 Similarly, political minorities, such as 
members of opposition or smaller parties, 
may express more resistance to the use of 
such a system throughout the parliamentary 
precinct and on Parliament Hill. Given the 
previous claims of racial profiling by some 
minority parliamentarians related to the 
PPS’s security personnel, the possibility of 
perpetuating and potentially automating 
such treatment should be a primary 
consideration in all decisions regarding the 
potential deployment of FRT and similar 
technology.151 

Even if the technology’s discriminatory 
effects are addressed, the technology could 
potentially still disrupt parliamentarians’ 
ability to exercise their duties with a certain 
level of privacy and independence from 
the executive. If FRT is used at multiple 
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entrances and exits of indoor and/or outdoor 
spaces, it is possible that the whereabouts 
and travel patterns of parliamentarians, 
their staff members, and their invited 
visitors could be known and tracked by 
the technology. This would be the case 
if the technology is used only on such 
people for authentication purposes — for 
example, where the system captures only 
individuals’ faces and compares them to a 
stored facial template on an RFID device.152 
FRT could also track the travel patterns of 
parliamentarians, their staff members, and 
their invited visitors if all people’s faces 
are scanned by the technology for unique 
identification and compared against one or 
more watchlists.153 In the event that such 
information was shared with entities that 
the PPS has data-sharing relationships 
with, such as the RCMP that fall under the 
executive, it could be challenging to claim 
that this tracking and data-sharing activity 
can be shielded from judicial review by 
being a matter of parliamentary privilege. 
In addition, this activity may violate the 
parliamentary privilege of the Senate and 
the House of Commons each as a collective, 
as well as their individual members, if such 
information is used by the executive in a 
way that interferes with their ability to fulfil 
their collective and individual functions with 
dignity, efficiency, and autonomy.

As this analysis makes clear, the potential 
use of FRT in the parliamentary context 
is appealing for reasons that relate to the 
risks it poses to parliamentary privilege. The 
technology can be used to authenticate and 
identify people’s identities at rapid speed, but 
can also be used to track travel histories and 
impede or prevent entry to Parliament Hill 
and the parliamentary precinct in ways that 
discriminate against minority populations. 
The potential sharing of this information 
with the executive branch could also 
challenge the ability for the legislature to 
act independently from the executive. The 

potential sharing of this information with the 
executive branch could also challenge the 
ability for Parliament to act independently 
from the executive. Parliament may wish to 
build in codified guardrails in light of the risks 
posed by security measures such as FRT in 
order to ensure that its independence from 
the executive is not jeopardized.
 
5.4 Key Considerations

• FRT could potentially be used to 
authenticate and uniquely identify 
people’s identities at rapid speed, but 
can also be used to track travel histories 
and prevent entry to Parliament Hill and 
the parliamentary precinct in ways that 
potentially discriminate against minority 
populations.

• The potential use of FRT could disrupt 
parliamentarians’ ability to exercise their 
duties with a certain level of privacy and 
independence from the executive if data 
is shared.

• To ensure that their independence 
from the executive is not jeopardized, 
parliamentarians may wish to build 
in codified guardrails regarding the 
collection and automated processing of 
facial images by the PPS.



6.
Human Rights 
Considerations  
and Analysis



Face Recognition Technology For The Protection Of Canada’s Parliamentary Precinct And Parliament Hill? Potential Risks And Considerations 37

Human Rights 
Considerations and 
Analysis
6.1 The Right to Privacy
 
Privacy and data protection rights must be 
prioritized and protected prior to any use of 
FRT and, if it is implemented, throughout 
the entirety of its use. Privacy can be 
conceived in various ways, but common 
to many definitions of privacy is a person’s 
or community’s ability to determine what 
information is known about them, who knows 
this information, and how this information 
is used.154 Such informational privacy or 
self-determination is part of the bedrock 
of fundamental rights in Canada and other 
democratic countries around the world. 
In the words of the Office of the Privacy 
Commissioner (OPC), privacy is “vital to 
dignity, autonomy, personal growth and the 
free and open participation of individuals in 
democratic life. When surveillance increases, 
individuals can be deterred from exercising 
these rights and freedoms.”155

Indeed, Canada is a signatory to the 
International Covenant on Civil and Political 
Rights (ICCPR). Section 17 of the ICCPR 
prohibits arbitrary and unlawful interferences 
with a person’s privacy, and unlawful attacks 
on honour and reputation.156 The protection 
of privacy enables the protection of other 
related rights such as the right to engage in 
free expression, the freedom of assembly, 
and the right to substantive equality.157 
Privacy has quasi-constitutional status in 
Canada, and the OPC, which is responsible 
for enforcing the Privacy Act, has concluded 
that the “freedom to live and develop free 
from surveillance is a fundamental human 
right.”158 

This section involves analysis of two areas 
of law. The first area of law includes federal 
privacy law requirements for ‘government 
institutions’ such as those stipulated by 
Privacy Act,159 the principles of necessity 
and proportionality, and related impact 
assessments. The second area of law 
includes section 8 of the Charter of Rights 
and Freedoms, which is a source of privacy 
protection from state intrusion by providing 
all people the right to be secure against 
unreasonable search and seizure. The 
Charter is relevant in this context because 
compliance with privacy statutes may not 
necessarily cure any legal defect that can 
exist under the Charter.160 Further, limitations 
of any Charter right must be prescribed by 
law in order to be saved under section 1.161 As 
this section shows, there are considerable 
privacy risks raised by the use of FRT 
under both areas of law, which ought to 
be considered by decision-makers at the 
PPS, as well as parliamentarians involved in 
authorizing its procurement or use.

Despite not being subject to the Privacy Act 
as a part of the legislative branch, we would 
encourage the PPS to consider adhering 
to privacy best practices and federal legal 
requirements regarding the technology’s 
potential use so that its measures are 
in line with that of other government 
institutions and as a matter of the rule of 
law.162 More than this, the PPS may wish to 
set an example for other institutions in its 
commitment to protecting privacy while 
achieving physical security, openness, and 
democratic accessibility for the parliamentary 
precinct and Parliament Hill.
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6.1.1 Federal Privacy Law and 
Policy Requirements Regarding 
Facial Information
 
The privacy principles of necessity, 
proportionality, and their related 
considerations ought to inform the 
potential collection and processing of facial 
information through FRT in the parliamentary 
context. These principles “ensure that 
privacy-invasive practices are carried out 
for a sufficiently important objective, and 
that they are narrowly tailored so as not 
to intrude on privacy rights more than is 
necessary.”163 These principles inform the 
OPC’s examination of alleged violations of 
Privacy Act provisions such as section 4, 
which requires government institutions to 
collect personal information only when it 
relates directly to an operating program or 
activity of that institution.164

The PPS is not a law enforcement entity, but 
common to the PPS and law enforcement 
is the mandate to ensure public safety. In 
its guidance document to law enforcement 
regarding FRT, the OPC provides the helpful 
reminder that rights are not absolute, yet 
neither can the pursuit of public safety justify 
any form of rights violation.165 And similar 
to law enforcement, the PPS also has an 
interest in using privacy-invasive practices 
only when they are justifiable in a free and 
democratic society.166

The OPC’s guidance on the use of FRT in 
a law enforcement context provides many 
other lessons regarding the technology’s use 
for public safety more generally, including in 
the parliamentary context. Any government 
institution wishing to implement FRT must 
consider whether the collection of personal 
information facilitated by the use of this 
technology falls within their legal authority 
and whether it respects the general rule 
of law.167 The OPC’s guidance document 
emerged from the RCMP’s use of Clearview 

AI’s FRT software.168 In February 2021, 
the OPC concluded that Clearview AI had 
provided its face-matching services to 
law enforcement and private companies 
based on a database of over three billion 
facial images that it had scraped from the 
web without the consent of the people 
depicted.169 In so doing, these people 
found themselves in a 24/7 police line-
up — amounting to mass surveillance 
that was a clear violation of PIPEDA, 
Canada’s federal private sector privacy 
law.170 After investigating the RCMP’s use 
of Clearview AI, the OPC concluded that 
government institutions cannot collect 
personal information from a third party if the 
information was collected unlawfully.171 The 
OPC concluded that section 4 of the Privacy 
Act requires consideration of whether 
information that is used for face recognition 
was collected unlawfully and respects the 
general rule of law. In short, government 
institutions cannot relieve themselves of 
responsibility under the Privacy Act by 
collecting and using information that has 
already been collected if the initial collection 
of that information is unlawful. 

As part of the principles of necessity and 
proportionality, the OPC has laid out four 
considerations — necessity, effectiveness, 
minimal impairment, and proportionality — 
that ought to inform any decision to use or 
continue using privacy-intrusive measures 
such as FRT.172 Rolled into the following four-
step analysis are relevant sections of the 
Privacy Act that align with and are animated 
by this four-prong analysis, along with the 
role of related impact assessments. 

Necessity. The first prong of this analysis 
is necessity. The threshold for necessity is 
high. The overarching question that should 
be asked here is whether the measure is 
reasonably necessary to meet a specific 
need or objective.173 The broader a problem 
is framed, the more difficult it is to claim that 
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the mass collection of personal information is 
necessary to address that problem.174 A broad 
mandate to prevent or deter wrongdoing or 
crime has historically not given institutions 
the power to monitor and record the 
activities of vast numbers of law-abiding 
people, including the power to monitor 
whether they might do something wrong.175

If the problem is specific enough, there must 
also be consideration regarding whether the 
proposed measure is essential for satisfying 
that need. Necessary is a higher standard 
than useful.176 A system that collects and 
analyzes biometric information should not 
be adopted simply because it is useful, 
convenient, or cost-effective.177 The need 
or objective for that measure should be 
pressing and substantial in nature, and must 
be demonstrable through evidence.178 The 
personal information collected should not 
be overbroad, and instead should be tailored 
and necessary to meet the specific goal in 
question.179 

In addition, facial images are “highly 
sensitive” biometric information that warrant 
a higher standard of protection than other 
forms of personal information.180 The OPC 
has also concluded that having a broad 
general public safety objective does not 
justify the use of intrusive technology such 
as FRT.181 The use of FRT for face-matching 
raises privacy concerns, particularly 
where there may be inadequate laws for 
fundamental decisions that shape the 
collection and impact of processing facial 
information through automated means, as is 
the case in Canada.182 
 
Effectiveness. Flowing logically from the 
first prong, the second consideration that 
ought to inform any government institution’s 
use of FRT is whether the measure will 
be effective in serving the purpose of the 
objective. Robust evidence needs to be 
produced to demonstrate that a particular 

proposed measure will address the 
institution’s specific need.183 If an institution 
fails to confirm why the collection of certain 
information meets a certain need, then the 
OPC would not be able to conclude that the 
collection relates directly to an identified and 
specific program or activity.184 At this stage, 
the reliability and accuracy of the measure 
in question will be considered.185 This relates 
to section 6(2) of the Privacy Act, which 
requires government institutions to take all 
reasonable steps to ensure that the personal 
information that is used for an administrative 
purpose by the institution is accurate, up-to-
date, and as complete as possible.186

Minimal impairment. The third 
consideration is whether the measure in 
question extends beyond what is reasonably 
necessary to achieve the specified objective. 
This relates to a foundational tenet of 
the Privacy Act, requiring institutions 
to collect only the minimum amount of 
personal information necessary for an 
intended purpose.187 This is because there 
must be a “demonstrable need for each 
piece of personal information collected” 
in order to carry out the program or 
activity.188 Two relevant provisions of the 
Privacy Act also include sections 7 and 
8, which require personal information to 
be used and disclosed for purposes that 
are consistent with the initial purpose for 
which it was collected.189 An institution 
wishing to implement FRT needs to be able 
to demonstrate that there are no other less 
privacy-invasive means that will reasonably 
achieve the objective.190 They also need to be 
able to show evidence as to why these less 
privacy-invasive measures are not used.191  

Proportionality. The final prong of analysis 
involves consideration of proportionality. 
Here, the question is whether a privacy-
intrusive measure that involves an intrusion 
is proportional to the benefit gained.192 This 
involves examination of the privacy impacts 
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that the measure would have on people 
based on the details surrounding the use of 
that measure, the context in which it is used, 
and the subsequent impacts of this measure 
on certain groups of people.193 Institutions 
must consider whether these privacy 
intrusions are justified by the benefits of 
the specific deployment of FRT. Institutions 
“must be open to the possibility that, in a 
free and democratic society, a proposed 
FR system which has a substantial impact 
on privacy (such as via mass surveillance) 
may never be proportional to the benefits 
gained.”194 At the same time, some goals may 
justify greater privacy intrusions than others. 
Certain safeguards may be implemented 
related to the measure that aim to reduce its 
deleterious impacts.

Public safety actors interested in or already 
using FRT should conduct relevant impact 
assessments to identify and address the 
risks associated with such privacy-intrusive 
measures. Options include: privacy impact 
assessments used by the OPC;195 algorithmic 
impact assessments used by the Treasury 
Board Secretariat;196 or more holistic impact 
assessments for automated decision-making 
and recommendation systems used in the 
public sector that include considerations 
such as cybersecurity, multiple types of 
transparency, and the availability of legal 
recourse for those whose rights are impacted 
by the technology.197

6.1.2 Applying Federal Privacy Law 
and Policy Requirements to FRT
 
The following analysis is focused on the 
hypothetical situation presupposing that FRT 
would be used for one-to-many comparisons 
involving all visitors to the parliamentary 
precinct and Parliament Hill, with any 
variations to this scenario described as 
needed. The application of one-to-one FRT 
on parliamentarians or their staff members 
for either authentication or identification 

purposes is dealt with in Section 5.3, 
which examines the relationship between 
parliamentary privilege and the use of FRT in 
the parliamentary context.

Assessing the necessity of the use 
of FRT.  The necessity of FRT in the 
parliamentary context must be considered in 
light of a specific need or objective. The PPS 
would understandably first consider pointing 
to its mandate to justify its use of FRT. As 
discussed in Section 5.2, the PPS’s mandate 
is broad. It exists to provide integrated 
physical security for the parliamentary 
precinct and on the grounds of Parliament 
Hill, which includes the physical security of 
Parliament, its premises, Parliamentarians, 
Parliamentary Staff, and the guests of 
Parliament.198 

However, it should be noted that institutions 
have faced challenges when attempting 
to rely on broad mandates to justify their 
collection of personal information under 
the Privacy Act when the type or scope 
of information collected and/or means of 
collection amounts to an intrusion of privacy. 
For example, the OPC concluded that the 
Canada Border Services Agency (CBSA) could 
not justify its use of CCTV cameras for the 
broad purpose of “program and professional 
integrity.”199 This purpose and the amount of 
employee information captured were found 
to be overly broad in scope.200 More than 
this, the CBSA provided no clear evidence 
of workplace problems that could justify 
its use of surveillance cameras to monitor 
employee conduct and performance.201 As a 
result, the OPC concluded that the capture of 
employees’ personal information via CCTV for 
such a broad range of purposes was not in 
line with the principle of necessity.

In another example, the OPC concluded 
that Statistics Canada had not properly 
defined their public goal or objective with 
sufficient precision to justify the broad 
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collection of behavioural, financial, and 
banking information of thousands of 
people in Canada.202 As these conclusions 
demonstrate, it is not enough to simply 
describe a measure chosen or to reiterate 
an institutional mandate to justify a privacy-
intrusive measure. The need or objective 
ought to be pressing and substantial in 
nature, and institutions must provide 
evidence that the capture of certain personal 
information is tailored and necessary to meet 
the objective in question. 

 
On the topic of FRT specifically, the OPC has 
concluded that it is “not enough to rely on 
general public safety objectives” to justify 
the use of such intrusive technology.203 
This is because collecting highly sensitive 
personal information such as biometric — 
and particularly facial — information can 
only occur if such activity falls within an 
institution’s legal authority and respects 
the general rule of law.204 The OPC’s 
investigations into Clearview AI and the 
RCMP for its use of Clearview AI demonstrate 
that using facial images without the consent 
of the people depicted for the deployment 
of FRT, such as the creation of watchlists, 
amounts to a form of mass surveillance that 
is inherently intrusive and contrary to the 
general rule of law.205  

The OPC has confirmed that highlighting the 
usefulness of FRT is also not enough alone to 
justify its use,206 particularly considering the 
technology’s potential for surveillance creep, 
and abuse or misuse. Consider the fact that 
the RCMP initially defended its use of FRT to 
support ongoing efforts to identify, locate, 
and rescue children who had been or are 
victims of online sexual abuse.207 However, 
out of the 521 individual searches conducted 
by RCMP staff members, only 6% were 
linked to online child sexual abuse victim 
identification and 85% of searches were not 
accounted for at all by the RCMP.208 As these 

findings indicate, institutions may attempt to 
justify the use of privacy-invasive measures 
such as FRT to address very serious and 
reprehensible activity, such as child sexual 
abuse or even terrorism. However, work 
by cybersecurity and technology expert 
Bruce Schneier demonstrates that it is not 
surprising that such extreme activity, while 
unquestionably deplorable, can be turned 
to with a view to defend actions that may 
ultimately weaken and violate the right to 
privacy and other fundamental freedoms.209 
Allowing the use of highly invasive 
technology for exceptional edge cases (such 
as child sexual exploitation) brings with it 
the risk that it will be used in other broad 
scenarios — potentially a slippery slope 
and an example of surveillance creep that 
ought to be addressed in the parliamentary 
context.210

A final note on necessity is that there are 
currently no binding laws that specifically 
govern the collection and automated 
processing of biometric information such 
as facial images in Canada, as it occurs 
through FRT.211 No judicial authorization 
is currently needed to collect facial 
information or conduct searches using FRT. 
As such, there are currently no firm limits 
on when institutions may use FRT, under 
what conditions it can be used, how long 
they can use it for, who can be placed on 
watchlists, or other fundamental decisions 
regarding the technology’s use that address 
its privacy impacts. Use of this technology 
poses significant risks from a privacy rights 
perspective, particularly given that there is 
a lack of clear legal safeguards in Canada 
regarding its use.

Assessing the effectiveness of FRT.  An 
assessment of the effectiveness of FRT 
needs to occur as part of the necessary 
and proportionality analysis that guides 
the OPC’s examination of privacy-intrusive 
government measures. To demonstrate the 
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effectiveness of a privacy-intrusive measure, 
evidence needs to be produced to convey 
that the action or program will address 
the institution’s specific need. In other 
words, entities wishing to use FRT should 
demonstrate that there is a specific problem 
and show how FRT will address that problem 
before potential deployment.

Government institutions subject to an 
investigation by the OPC need to explicitly 
confirm why the collection of certain 
information meets a certain need. For 
example, the OPC investigated Global 
Affairs Canada (GAC) in 2019 regarding its 
collection of personal information related to 
personal travel, which occurred because GAC 
requested the return of diplomatic passports 
for certain administrative investigations.212 
Yet GAC failed to demonstrate to the 
OPC how the collection of such personal 
travel history was directly related to 
the investigations they conducted, in 
contravention of section 4 of the Privacy Act. 
As such, the OPC concluded that GAC did not 
have the authority to collect that personal 
information.

Effectiveness is an important line of inquiry 
that ties closely with the considerations 
of necessity and minimal impairment. In 
the context of FRT, any existent accuracy 
issues call into question the technology’s 
reliability. Accuracy includes the requirement 
to use personal information that is accurate, 
updated, and complete pursuant to section 
6(2) of the Privacy Act.213 Accuracy also 
refers to how personal information is used 
or processed, related to the functioning and 
outputs of a given measure used such as 
FRT.214 As canvassed in Section 4.1 of this 
report, there are numerous accuracy and 
bias-related concerns related to FRT. When 
such technology is unreliable, it can result in 
state actions that are arbitrary and challenge 
the general rule of law. The use of a privacy-
invasive measure by the state that results 

in arbitrary action ultimately makes it more 
difficult to claim that the government action 
is both necessary to meet a specific objective 
and is minimally impairing on privacy and 
other closely related rights.

Assessing minimal impairment. Whether 
the use of FRT minimally impairs privacy 
rights is another important consideration. 
This prong of analysis relates to the 
question of whether the collection of certain 
information is not just potentially useful, 
but is in fact reasonably necessary for an 
institution’s specific objective. Limiting the 
collection of information to only what is 
reasonably necessary is also “an important 
and a nationally and internationally 
recognized privacy-risk mitigation 
measure, especially in the current data-rich 
environment.”215

The nature and functioning of FRT, 
particularly when used for broad-based 
live comparison, makes it challenging to 
conclude that using this measure would be 
minimally impairing on the privacy rights 
of visitors to the parliamentary precinct 
and Parliament Hill. This is because FRT is 
appealing for the very reasons that it poses 
concerns. It involves the capture of faces, 
which can easily be done at a distance with 
no notice to the people whose facial images 
are collected and compared to watchlists. 
By design, people’s faces are also captured 
without their consent when live FRT is used. 
The capture of such biometric information 
from afar without consent, and potentially 
without notice, is fundamentally different 
from the capture of biometric information 
such as fingerprints, blood, or DNA, which are 
done with a person’s knowledge and consent 
or at the very least under lawful authority.216 
In this way, FRT is concerning from a human 
rights perspective because it scans for 
people who are believed to pose security 
risks in a given context while doing so in 
a discreet manner, as well as at enormous 
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scale and speed in ways that could not have 
occurred otherwise. 

On top of this, the very premise of FRT serves 
to undermine the personal autonomy of the 
individual. The Supreme Court of Canada 
has held in R v Dyment that the use of a 
person’s body without their consent to obtain 
information about them “invades an area 
of privacy essential to the maintenance of 
[their] human dignity.”217 In that decision, 
which involved interpretation of the Charter, 
the Court examined the right to privacy 
where the police seized a person’s blood for 
investigation without a warrant after it was 
collected by a doctor for medical purposes 
only. The Court concluded that the trust and 
confidence of the public in the administration 
of medical facilities would be harmed if an 
easy and informal flow of people’s bodily 
information were allowed between hospitals 
and agents of the state. Similarly, faces 
constitute biometric information unique to 
each person; and facial images can currently 
be collected without consent and without 
judicial authorization due to gaps in Canada’s 
legal framework regarding biometric 
information. It is possible that the potential 
use of FRT in the parliamentary context, 
if discovered by the public, would affect 
the public’s trust and confidence that their 
privacy and other rights are being adequately 
protected and prioritized by the democratic 
institutions whose primary purpose is serving 
them as people — particularly if their facial 
information is shared freely without consent 
and in a way that is inconsistent with the 
purpose for which it was originally collected.

To justify the collection of highly sensitive 
biometric information such as faces and the 
templates that can be made of a person’s 
face, there needs to be a demonstrable 
need to collect and retain each piece of 
information. Any facial templates collected 
beyond a demonstrable need should 
be deleted immediately; and, if stored, 
should be de-identified to be in line with 

best practices regarding the storage of 
biometric information and to reduce the risk 
of privacy intrusions.218 Yet, even if facial 
information is stored in a de-identified 
manner, the fact that this information can 
be used to identify a person and track their 
location is of significant concern from a 
privacy perspective. Indeed, in R v Spencer, 
the Supreme Court of Canada found that 
the capture of information by police that 
identified a person, and revealed their 
location and intimate personal behaviour, 
was unlawful.219 The Court was interpreting 
the Charter in R v Spencer, yet this decision 
nonetheless serves as a reminder that, 
while this right is not absolute, all people 
have the right to informational privacy — 
and anonymity is a foundational aspect 
of informational privacy. By enabling the 
identification of people, and tracking their 
movements and behaviour through the 
collection of facial information, the use of 
FRT may extend beyond what is reasonably 
necessary to achieve a specified objective 
set out by the PPS in the parliamentary 
context.

Our research also indicates that there may 
be alternatives to FRT, such as reliance on 
staff members to identify people based 
on a watchlist or monitor for suspicious 
behaviour. Other alternatives that could be 
less intrusive include security tactics used 
for the protection of government buildings 
not involving biometric information that are 
in place elsewhere in the world.220

Assessing proportionality. FRT 
raises issues regarding proportionality, 
particularly when it is used for one-to-many 
comparisons. To assess whether the use of 
FRT involves intrusions that are proportional 
to the benefits of such technology, a 
fundamental question is what privacy 
rights ought to look like for people who 
visit Parliament Hill and the parliamentary 
precinct. 
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There are numerous related questions that 
must be considered. Should people be 
able to visit Canada’s Parliament without 
fear that their identity could be known, 
and their locations tracked by agents of 
the state based on the discreet capture 
and automated analysis of their facial 
information? Should only some people have 
this right? If so, who is less deserving of 
the ability to visit Parliament free from this 
fear? On what basis should certain people be 
subject to such scrutiny in the parliamentary 
context? What historical information about a 
person, if any, ought to inform who is subject 
to this scrutiny — such as information 
relating to those who have been asked 
to leave Parliament, people charged with 
crimes, those convicted of crimes, those 
on terrorist lists, or otherwise on other 
watchlists? How accurate are those lists? 
What role has systemic discrimination played 
in the creation of those lists? Should current 
actions, such as potentially carrying a 
weapon, be enough to trigger such scrutiny? 
What if carrying an object deemed a weapon 
is part of a person’s religious practices and 
expression?

How one answers these important questions 
informs the answer of whether the use of 
FRT for one-to-many comparisons involves 
intrusions to privacy that are proportionate 
to the technology’s identified benefits. As 
the Court concluded in R v Dyment about 
law enforcement, ensuring the physical 
security of the parliamentary precinct and 
Parliament Hill is important and beneficent, 
but “there is danger when this goal is 
pursued with too much zeal.”221 One key 
risk is that FRT could be overbroad in the 
information that it captures, particularly 
when there are fewer limitations regarding 
its use in terms of where it is used, the 
conditions under which it is used, who it 
may be used on, and for how long. Indeed, 
the collection of facial information en masse 
to find those who match with a watchlist 

or to find a lost child, for example, could be 
likened to finding a needle in a haystack. 
The capture of people’s facial information in 
the parliamentary context may also amount 
to mass surveillance while challenging the 
right to the presumption of innocence, 
given that the unlawful bulk collection of 
facial information without people’s consent 
may mean that people find themselves in 
a 24/7 police line-up.222 It is also helpful 
to remember that the use of intrusive 
surveillance measures such as FRT may 
give state actors such as the PPS significant 
insight into who visits Parliament and their 
travel patterns. Moreover, the technology can 
fast-track the ability to limit people’s access 
to one of the country’s most important 
democratic institutions, and with potentially 
discriminatory effects on equity-deserving 
minority populations. It may be therefore 
difficult to conclude that the use of FRT 
for the benefit of a few is justified by the 
overbroad collection of personal information 
that is enabled by this technology, 
particularly given the technology’s potential 
impact on other rights beyond the right to 
privacy.

If the technology is nonetheless used, 
certain decisions can be made that would 
aim to reduce the risks it poses in terms of 
privacy rights and other rights protected by 
the Charter. Setting firm policies that reduce 
how, when, where, and why FRT is used 
would be a first general set of steps that 
could be useful in mitigating the technology’s 
risks. These limits include crafting specific, 
targeted purposes or triggers for its use; 
temporal limits on its use; limiting its use to 
the fewest geographic locations or to specific 
locations; and limiting whose facial images 
are scanned, compared, and stored.

For example, it is possible that live FRT 
could pose fewer privacy-related concerns 
if used for authentication purposes at 
indoor entrances into buildings with good 
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lighting and only when the facial images of 
a smaller, select and fixed group of people 
are collected, processed, and immediately 
discarded, such as PPS staff members or 
parliamentarians who knowingly opt into 
its use. However, the other concerns raised 
throughout this report such as parliamentary 
privilege, as well as accuracy and bias 
concerns for minority populations, could 
potentially nonetheless remain in this 
context.

Further, while this line of thinking is more 
exploratory, scope or function creep are also 
important concerns when it comes to the use 
of FRT to protect parliamentary buildings. It is 
not difficult to imagine that such technology 
could initially be used for a narrow and 
specific purpose in the parliamentary 
context, but could eventually be expanded 
for broader purposes or in a wider range 
of circumstances, thereby raising the 
prospect of causing the harms related to this 
broadened use. One institution’s use of FRT 
can also legitimize its use in other contexts 
and by other entities in the public or private 
sector, including where there are fewer 
safeguards implemented in order to prevent 
the deleterious impacts, misuse, and abuse 
of FRT. 

For these reasons, impact assessments 
focused on privacy, automated decision-
making or recommendation systems, and 
others with more holistic approaches would 
be important to undertake regarding FRT in 
the parliamentary context. Organizations, 
such as the Red Cross — that, in many 
ways, serve functions similar to government 
entities — have helpful policies on the 
treatment and handling of biometric data, 
which could be turned to and potentially 
implemented by government entities, 
in order to be in line with emerging best 
practices regarding such sensitive types 
of data.223 Communication with the OPC, 
in particular, should be arranged if any 

privacy impact assessment is undertaken. 
Robust cybersecurity protocols should also 
be implemented and followed given the 
highly sensitive nature of biometric data 
and particularly facial images, which can 
be abused by adversaries and attackers 
for crimes such as identity fraud. Such 
assessments could also emphasize the 
importance of granting individuals the ability 
to access meaningful information about the 
logic involved in any automated decision 
using their facial image. Certain changes 
to Canada’s legal regime regarding the 
treatment of facial images for automated 
processing, such as the requirement to 
obtain a warrant before such information is 
collected, could also mitigate proportionality 
issues related to FRT. 

6.1.3 FRT and the Right to be 
Secure Against Unreasonable 
Search and Seizure
 
Constitutional Privacy and its 
Relationship with Other Human Rights

Canadians have the right to go about 
their daily lives without being subject to 
unreasonable state surveillance. This right 
is enshrined in section 8 of the Canadian 
Charter of Rights and Freedoms.224 This 
section applies to both government laws and 
actions that interfere with the right to be 
free from unreasonable surveillance. Section 
8 limits the surveillance activities of police 
officers and other law enforcement agencies, 
including border agents.225

Whether section 8 of the Charter can be 
used to limit the surveillance activities of the 
PPS will depend on whether parliamentary 
privilege applies to the use of face 
recognition within the parliamentary precinct 
and on Parliament Hill (in that particular 
use case). Regardless of whether the PPS 
is subject to the limitations that come with 
section 8 privacy rights, individuals who 
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visit Parliament Hill should be free to do 
so without being subject to unreasonable 
surveillance.

As discussed in Section 3 of this report, 
Parliament is a symbol of Canada’s 
democracy. It should welcome people from 
all backgrounds and political views. Part 
of this mission should be to guarantee a 
degree of anonymity regarding the activities 
that people undertake at the parliamentary 
precinct and Parliament Hill. This includes 
privacy and anonymity regarding the causes 
they visit Parliament to be informed about, 
to protest, or debate.226 Interviews with 
experts highlighted that when individuals 
are subjected to unreasonable and 
disproportionate surveillance, they are likely 
to self-censor, leading to chilling effects 
on democratic speech and participation.227 
Instead, Parliament is a democratic 
institution where Canadians should feel 
confident that their privacy rights are 
respected.

When section 8 of the Charter does apply, 
the violation of privacy rights is established 
through a two-part analysis. First, courts 
consider whether there has been a ‘search’ 
or ‘seizure’ according to the legal principles 
that guide this analysis; and second, 
they consider whether the search is 
unreasonable.228 Whether the individual has a 
reasonable expectation of privacy in relation 
to the subject matter of the search is the 
driving consideration in this analysis. This 
analysis is contextual and flexible, and relies 
on factors such as the place of the search; 
whether the individual has a direct or indirect 
interest in what is being searched; how 
invasive the technology is; and the nature of 
the information that is collected. It is clear 
in the case of face recognition searches 
that the individual has a direct and intimate 
interest in their face template information.  
 

Regardless of whether the search through 
face recognition takes place while someone 
is in a public place, individuals’ constitutional 
privacy rights are engaged. In the context 
of a use case that involves potentially 
identifying individuals throughout the 
parliamentary grounds and within Parliament 
buildings, the search conducted is not only 
of the face, but also of other information 
that can be ascertained about individuals 
from these observations. Face recognition 
technology and databases have the potential 
to aid the PPS in creating detailed and 
elaborate profiles of individuals based only on 
their face templates and visits to Parliament 
Hill.

Anonymity as an Essential Conception of 
Canadians’ Constitutional Privacy Rights

As constitutional privacy principles develop 
to meet Canadians in the digital world, 
the right to anonymity has emerged as an 
essential aspect of our constitutional rights. 
Anonymity is not limited to activities that 
we undertake in private or in the comfort 
of our own homes. Anonymity is also not 
defined by attempts to hide one’s identity. 
Instead, anonymity as a conception of 
privacy protects people in public, as well 
as in private, whether they are attempting 
to conceal their identity or not. As Justice 
Cromwell of the Supreme Court of Canada 
wrote in R v Spencer:229 

“The mere fact that someone leaves 
the privacy of their home and enters 
a public space does not mean that 
the person abandons all of his or her 
privacy rights, despite the fact that as 
a practical matter, such a person may 
not be able to control who observes him 
or her in public. Thus, in order to uphold 
the protection of privacy rights in some 
contexts, we must recognize anonymity 
as one conception of privacy.”230 
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When an individual goes to Parliament Hill to 
attend a protest, their constitutional privacy 
rights should not disappear. Although they 
might be leaving the secrecy of their private 
life behind, the mere fact of attending a 
public protest should not mean that their 
privacy rights cease to exist.231 The Supreme 
Court has recognized that individuals can 
have a reasonable expectation of privacy 
even in public places.232 Mere presence in 
a public place does not give the PPS staff 
unfettered discretion to track individuals as 
they move across Parliament Hill.

Automated Surveillance Further Erodes 
Constitutional Privacy Rights

The right to privacy and anonymity in public 
is not absolute. Law enforcement and 
state agents are generally free to observe 
individuals in public places when they are 
not aided by surveillance technologies, such 
as cameras, records, or face recognition 
technology. However, when state agents 
employ the help of surveillance technologies 
to refine their observations, the reasonable 
expectation of privacy that individuals hold 
is heightened.233 Several constitutional 
privacy cases decided by the Supreme Court 
of Canada have made it clear that privacy 
interests are heightened when state agents 
enhance their observations with more 
advanced technologies. For example, in  
R v Wise,234 law enforcement tracked the 
location of an accused’s vehicle on public 
highways through an electronic monitoring 
device.235 The Supreme Court decided that, 
despite this information being “public” in 
nature (the movement of the car through 
highways), the use of a tracking device to 
monitor a person’s movements without 
judicial authorization constituted an 
unreasonable search.236 Similarly, when 
PPS staff observe Parliament Hill or the 
parliamentary precinct unaided by intrusive 
surveillance technologies, observing 
individuals as they move about, they may be 

engaging in legitimate surveillance activities. 
On the other hand, following a specific 
individual based on their facial template to 
identify them and/or track exactly where 
they are moving throughout the precinct, 
how long they visit for, and how often, could 
potentially amount to an unreasonable 
search. The tracking of face templates could 
be seen as tantamount to attaching an 
electronic monitoring device to the person, 
giving the PPS the opportunity to map out 
people’s movements.

Privacy interests such as the ability to 
remain anonymous are heightened by 
the use of surveillance technologies, as 
well as their capacity to help state agents 
draw inferences about individuals.237 In R v 
Spencer, the Supreme Court found that the 
warrantless acquisition of internet subscriber 
information violated Mr. Spencer’s section 8 
privacy rights.238 According to the Supreme 
Court, Mr. Spencer had a reasonable 
expectation of privacy in his internet 
subscriber information, in part because of 
what it could be used to reveal, including 
his exact location, as well as his internet 
searches, visits, and activities. The Supreme 
Court’s focus on inferences highlights that 
it is not only the information collected that 
matters, but also what it is used to reveal. 
In a potential use case where the PPS uses 
face recognition to recognize and collect 
information about individuals, the true 
subject matter of the search is not simply 
the person’s face, but all the information 
that this collection and subsequent analysis 
can also be used to reveal.239 First, and most 
importantly, facial information and templates 
can reveal someone’s identity, particularly if 
matched with other data. When connected 
to the date that someone visits Parliament 
Hill, how often they do so, etc., it would also 
be possible to have enough information to 
build a profile of that individual.240 This can 
reveal what kind of events people attend, 
what causes they might be in favour of, who 
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they meet with, and how often they engage 
in such activities. 

Courts have already followed the lead of 
the Supreme Court on these important 
constitutional privacy issues. As a result, 
they have consistently found that the 
warrantless use of surveillance technologies 
to observe and reveal information about 
an individual in fact violates constitutional 
privacy protections. Courts in Ontario have 
identified privacy violations in the use of 
video surveillance systems that target public 
areas.241 The use of advanced surveillance 
technologies, such as continuous video 
surveillance (especially when it is hidden or 
discreet), is accepted as posing a greater 
threat to individual privacy rights than 
the “discrete [sic] and purpose-oriented” 
collection of information.242

In conclusion, the potential use of FRT 
to identify visitors on parliamentary 
grounds and to match images against 
existing databases is more likely to engage 
constitutional privacy rights than the manual 
observance of visitors by PPS staff. There 
are numerous reasons why FRT systems 
may seem appealing to public safety actors. 
However, the increased surveillance that 
these systems enable would ultimately allow 
institutions to identify, track, and analyze 
faces and behaviour at a rate that no human 
could do on their own. As a result, more 
attention should be paid to the violations of 
privacy rights that would likely follow from 
the use of FRT in the parliamentary context, 
given the increasingly invasive nature of 
such systems.  

Similar principles applied to the earlier 
sections on statutory privacy laws should be 
used here to moderate the impacts of FRT 
on the privacy rights of parliamentary visitors 
and the public that access both Parliament 
Hill and buildings within the parliamentary 
precinct. Any ‘search’ conducted by the PPS 

should be reasonable and carried out in a 
reasonable manner. The use of surveillance 
technologies should be limited in scope to 
minimize impairment only to the degree that 
it is necessary for their legitimate activities. 
This determination is contextual and requires 
a case-by-case analysis. The use of FRT 
to conduct mass surveillance of protest 
crowds on Parliament Hill, for example, is 
unlikely to meet this threshold. As such, 
the potential use of FRT and the protection 
of constitutional privacy rights should 
be conducted in line with the principles 
of minimal impairment, effectiveness, 
proportionality, and necessity discussed 
earlier.  

6.1.4 Key Privacy Rights 
Considerations
• Face recognition technology and 

databases have the potential to aid PPS 
in creating detailed profiles of individuals 
based only on their face templates and 
visits to the parliamentary precinct and 
Parliament Hill.

• There are currently no binding laws that 
govern the collection and automated 
processing of facial information in 
Canada, such as through FRT.

• The privacy principles of necessity, 
proportionality, and their related 
considerations of effectiveness and 
minimal impairment, ought to inform 
the collection and processing of 
facial information through FRT in the 
parliamentary context.

• To justify the collection of highly 
sensitive biometric information, such 
as faces and the templates that can 
be made of a person’s face, there must 
be a demonstrable need to collect and 
retain each piece of information. Any 
facial templates collected beyond a 
demonstrable need should be deleted 
immediately; and, if stored, should be de-
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identified so as to be in accordance with 
the best practices regarding the storage 
of biometric information and to reduce 
the risk of privacy intrusions.

• The bulk capture of people’s facial 
information without consent in the 
parliamentary context may amount to 
mass surveillance while challenging the 
right to the presumption of innocence.

• Certain decisions could be made that 
would aim to reduce the risks of FRT in 
terms of privacy rights and other rights 
protected by the Charter. Reducing how, 
when, where, and why FRT is used would 
be a first general set of steps that could 
be useful in mitigating the technology’s 
risks. These limits include crafting 
specific, targeted purposes or triggers 
for its use; temporal limits on its use; 
limiting its use to the fewest geographic 
locations or to specific locations; and 
limiting whose facial images are scanned, 
compared, and stored.

• Impact assessments focused on 
privacy, automated decision-making or 
recommendation systems, and others 
with more holistic approaches would 
be important to undertake regarding 
potential use of FRT in the parliamentary 
context.

6.2 The Rights to Free 
Expression, Freedom of 
Assembly and Association 
The right to free expression is one of the 
human rights most evidently pertinent 
to the activities of visitors to Parliament 
Hill. Individuals and groups from across 
Canada travel to the Hill to speak with 
parliamentarians, organize rallies and 
protests, and to make their voices heard on 
essential political issues. This section will 
explain how the use of FRT may impact the 
right to free expression in the parliamentary 

context. While FRT does not directly harm 
free expression, its use can give rise to 
chilling effects that are likely to dissuade 
many groups from organizing on important 
issues. Parliamentarians have already 
identified the impact of disproportionate 
security practices on free expression and 
public access.243 The use of FRT is likely to 
reduce the opportunity for free expression 
and public access on the Hill, especially 
for those communities that have been 
historically subject to state surveillance and 
may fear further intrusion into their lives if 
they attend protests or events on Parliament 
Hill. It is therefore essential that the right to 
free expression and peaceful assembly is 
recognized and bolstered.  

Canadians have the right to free expression 
and assembly under section 2 of the 
Charter.244 The right to freedom of assembly 
is generally subsumed under freedom of 
expression in legal analysis. The Charter 
protects all expression regardless of its 
content.245 A non-exhaustive list of protected 
expression includes protests, rallies, labour 
strikes, defamatory statements, pornography, 
and hate speech subject to certain 
limitations.246 Like all rights in the Charter, 
freedom of expression is not absolute, and 
the government can limit the right if the 
limit is justifiable in a free and democratic 
society.247 Ultimately, section 2 of the Charter 
is driven by three fundamental values that 
guide the courts’ interpretation of freedom of 
expression as a right and its violations: self-
fulfillment, democratic discourse, and truth 
finding.248

6.2.1 Location of Expression: 
Parliament as a Symbol of 
Democratic Ideals 
 
The location where the expression takes 
place is significant to determining whether 
the rights to expression and assembly are 
at stake. The relationship between location 
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and expression rights is complicated. 
The historical character of the location in 
question may weigh in favour or against 
recognizing the protection of speech in 
such a place. On one hand, some locations 
with historic or public significance can raise 
expectations of constitutional protection 
for free expression because of what they 
represent.249 On the other hand, the historical 
and actual function of a place may “suggest 
that expression within it would undermine 
the values underlying free expression.”250 If 
it is found to be the case that the place of 
expression is considered to be private (such 
as government worker offices), then this may 
weigh against recognizing expression as 
protected. 

The state of these legal developments has 
unclear implications for the protection of 
free expression at Parliament Hill. Parliament 
Hill is a place of symbolic significance to 
Canadians and therefore invites the exercise 
of free expression. At the same time, for 
parliamentary functions to be carried out 
effectively, free expression and assembly 
activities are curtailed and regulated by the 
administration of both the Senate and the 
House of Commons.

Parliament buildings and its grounds hold 
great symbolic value for our country and 
democratic ideals. The exercise of free 
expression within the parliamentary precinct 
and Parliament Hill can be understood as 
the freedom to organize and participate 
in protests, rallies, and other gatherings 
on Parliament grounds.251 The physical 
aspects of Canada’s Parliament Hill are 
essential in the exercise of free expression 
on its grounds. The architecture of our 
parliamentary grounds is inviting to the 
public and has become a place of formal and 
informal gathering. These include protests, 
rallies, marches, vigils, and more casual 
leisure gatherings.252 Canada’s Parliament 
Hill is recognized as one of the most 

architecturally open (and accessible) national 
assemblies in the world,253 alongside the 
German Bundestag located in Berlin and New 
Zealand’s parliament located in Wellington.254 
Similar to the Canadian parliament, these 
two buildings are notable for offering open 
green space on their grounds that makes 
gatherings desirable and accessible.  

Despite its public nature, there are 
regulations associated with using public 
grounds such as Parliament Hill.255 Visitors 
who wish to use the outside grounds must 
first seek a permit.256 They are required 
to communicate with the appropriate 
parliamentary staff to arrange the time and 
details of their gathering.257 Where a group 
lacks a permit, they will be asked to leave the 
grounds. This practice has resulted in the 
norm of seeking permission for assemblies 
that take place on the Hill. 

Ultimately, parliamentary grounds stand at 
a tension between maintaining order and 
security within the parliamentary precinct 
to allow for the efficient and safe exercise 
of parliamentary functions, and symbolizing 
the democratic ideals of openness and 
accessibility. While recognizing this tension, 
security practices should be enacted while 
minimizing their impact on the Charter rights 
of visitors to Parliament Hill. In the words of 
Professor Anne Dance, “[p]rotests might be 
managed and challenged… but they are still 
regarded as important to democracy… they 
are valued as an essential component of the 
Hill as a public space”.258

6.2.2 The Chilling Effects of FRT  
 
Security and surveillance practices have a 
direct impact on the ability of individuals to 
exercise their right to free speech. When an 
individual is, or suspects to be, a target of 
surveillance, they are less likely to exercise 
their right to free expression. This result is 
inconsistent with the democratic ideals that 
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define Parliament Hill and make it a forum 
for political expression. FRT has the potential 
to pose a threat to free expression. It is 
essential that any use or implementation of 
this technology considers the impact that 
each use case of this technology might have 
on the exercise of the constitutional right to 
free speech on parliamentary grounds.
Freedom of expression at Parliament is likely 
to be ‘chilled’ by the use of face recognition 
technology, particularly if it is used in a broad 
or unregulated fashion — especially without 
judicial authorization and in a way that is 
opaque, shielding it from public scrutiny. 
Academic studies have established that 
state surveillance leads to chilling effects,259 
which can manifest as self-censorship 
or other forms of behaviour modification. 
Studies have predominantly focused 
on people’s online behaviour. In a 2017 
study, Jon Penney found that individuals 
experienced chilling effects following 
Edward Snowden’s revelations about NSA 
surveillance.260 Other studies have confirmed 
these findings; one study discovered shifts 
in people’s online search behaviour (on 
Google) following the NSA event.261 This body 
of research shows that when individuals are 
faced with a system of surveillance, they 
are more likely to self-censor or modify their 
behaviour to conform to socially accepted 
norms.262 Interviews with experts reflected 
this concern about the relationship between 
surveillance and the chilling effects of FRT on 
freedom of expression in the parliamentary 
context. Experts highlighted that these 
chilling effects are likely to be more dramatic 
and pronounced when experienced by 
marginalized groups, such as racialized 
individuals, people with disabilities, religious 
minorities, and gender non-conforming 
individuals.

These academic findings have significant 
implications for the potential use of intrusive 
surveillance technologies such as FRT on 
parliamentary grounds and/or at building 

entrances. Such chilling effects could mean 
that individuals will be discouraged and 
fearful of participating in activities such as 
gatherings, vigils, or protests that they might 
otherwise support. In this way, the creation 
of chilling effects risks violating the Charter 
rights to free expression and assembly as it 
can have strong effects on its free exercise. 
Compared to FRT, there are security tactics 
available that are less intrusive and pose less 
risk to the right to free expression. Given the 
existence of these alternatives, it is difficult 
to see the necessity of FRT in light of the 
chilling effects it will have on the public who 
wish to visit and exercise their right to free 
expression on Parliament Hill. 

Considering the chilling effects of FRT is 
significant for the potential deployment 
of the technology in exterior and interior 
contexts. Inside parliamentary buildings, 
the potential use of FRT to identify all those 
who walk the halls of the House and Senate 
may have chilling effects on both visitors 
and parliamentarians. In a hypothetical 
scenario where parliamentarians and their 
visitors are identified as they move through 
the buildings, these parties may feel less 
comfortable having certain meetings 
or associating with other individuals if 
they perceive that their whereabouts are 
consistently monitored and tracked. While 
this violation of freedom of association may 
be less evident than the cancellation of a 
protest, for example, it could constitute, 
subject to parliamentary privilege, a violation 
of the freedom of assembly and free speech. 
Outside of the buildings, on Parliament 
Hill, the chilling effects of FRT surveillance 
are perhaps more evident. As canvassed 
in Section 6.1.3, the use of FRT can harm 
privacy rights, in part because it allows 
for the advanced profiling of individuals’ 
behaviours and likely eliminates any potential 
for anonymity. Anonymity, even in a public 
place like Parliament Hill, can serve for some 
individuals as an essential precursor to the 
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exercise of their free expression Charter 
rights. Individuals that may be subject to 
higher rates of misidentification by an FRT 
system, such as those who have experience 
with the criminal justice system, may wish 
to avoid frequenting a space where their 
presence will be subject to PPS scrutiny 
or logging. As a result, they may choose to 
forgo the option to exercise their free speech 
altogether. This is a damaging result in a 
democratic and diverse society like Canada.

Ultimately, the constitutional right to free 
expression exists, among other reasons, 
to encourage participation in social and 
political decision-making. The governance 
and policies for any FRT systems used by 
the PPS must pay attention to the unique 
character of the location and activities 
that the PPS protects. While the PPS is 
responsible for the physical security within 
the parliamentary precinct and on Parliament 
Hill, and for protecting the people who 
engage in the activities that take place within 
it, it does not carry out these functions in a 
vacuum. Where the use of FRT harms the 
constitutional right to free expression, the 
necessity, proportionality, rational connection 
to an objective, and minimal impairment of 
its use must be adequately addressed in 
order for any intrusion to be a reasonable 
and justifiable limit on someone’s free 
expression rights. Different implementations 
of FRT will impact the right to expression and 
association to varying degrees, depending 
on where and how the technology is used. 
Careful attention should be paid to the 
parties that are impacted by these decisions, 
and how their political speech and activities 
may be chilled as a result of increased 
surveillance. 

 
 

6.2.3 Key Considerations for Free 
Expression, Freedom of Assembly 
and Association
• Canadians enjoy the constitutional right 

to freedom of expression, assembly and 
association; and this right can only be 
curtailed within reasonable and justifiable 
limits. 

• This constitutional right is essential to 
democratic governance and is inherently 
connected to the political process. 

• Parliament Hill is symbolic of these 
ideals and there is an expectation of free 
expression on parliamentary grounds, 
despite the use of outside grounds being 
highly regulated to facilitate the security 
of parliamentary activities.

• The use of FRT systems may chill the 
exercise of free expression and freedom 
of association within parliamentary 
grounds. This result is antithetical to the 
Canadian and democratic values that 
Parliament Hill represents.

6.3 Equality Rights and 
the Right to Freedom from 
Discrimination 
6.3.1 Equality Rights in Canada 

Under section 15 of the Charter of Rights 
and Freedoms, all individuals are equal 
before and under the law.263 This section 
protects individuals from discrimination on 
the basis of race, national or ethnic origin, 
colour, religion, sex, age or mental or physical 
disability, or any analogous grounds decided 
by the courts. Some recognized analogous 
grounds include sexual orientation, marital 
status, non-citizenship, and residence on or 
off a reserve.264 

Section 15 of the Charter protects individuals 
from direct and indirect discrimination. 
The latter is also known as adverse impact 
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discrimination. Direct discrimination 
refers to law or actions that distinguish 
between individuals based on a protected 
characteristics (i.e., a ground identified 
in the Charter or an analogous ground). 
Indirect discrimination refers to instances 
where individuals are treated, or appear 
to be treated, in the same way, yet the 
outcome might be different. Discrimination 
lies in the different impact of a law or action 
on individuals where this impact further 
marginalizes and disadvantages people of 
a certain identity.265 Canadian law adopts 
a substantive understanding of equality 
that focuses on the impacts of government 
action regardless of intent, not just the 
formal treatment of individuals.266

The Supreme Court held recently that 
discrimination occurs when a distinction 
“imposes burdens or denies a benefit 
in a manner that has the effect of 
reinforcing, perpetuating, or exacerbating 
disadvantage.”267 In the context of this report, 
this means that even if everyone is subject to 
face recognition technology on parliamentary 
grounds, what in fact matters is whether 
in effect someone faces a higher burden 
(subject to increased surveillance when 
visiting parliament) or is denied a benefit 
that might be otherwise available to others. 
For example, if an individual is denied entry 
to Parliament Hill because the technology 
is more likely to consider that person a risk 
or if it misidentifies them because they 
are racialized or gender non-conforming, 
for example, they are not benefitting from 
the ability to enter Parliament, speak with 
their MP, or watch proceedings without this 
burden in the same the way that a white or 
cisgender person in that use case would. 
While there is no positive or absolute right to 
enter the parliamentary precinct or to watch 
proceedings, this technology could dissuade 
people from visiting parliamentarians, 
communicating with parliamentary offices, 
and watching debates and proceedings that 

they are interested in. This could potentially 
be conceptualized as the denial of a benefit. 
Individuals could also be approached by, 
and required to interact with, PPS officers 
more than others due to the discriminatory 
impacts of FRT systems. This can be 
conceptualized as the imposition of a burden 
on some individuals and not others. In some 
cases, these interactions could become 
detentions that lead to external police 
involvement, further worsening the situation 
faced by those who are brought to the 
attention of the PPS by the FRT system.    
 
6.3.2 Bias in Face Recognition 
Algorithms and Equality Rights  

Several academic studies and industry-wide 
assessments of AI-based technologies have 
gathered strong evidence of algorithmic 
bias and error rates. These studies indicate 
that face recognition technologies exhibit 
higher error rates when identifying racialized 
individuals and women in particular. A 
recent study by the NIST found that the 
adoption of AI technologies “come with 
significant downsides to individuals and 
society through the amplification of existing 
biases”.268 More specifically, the study found 
that “accuracy of FRT gender identification 
can vary with respect to the age and ethnic 
group” and that “biases can occur due to a 
lack of awareness about the multiplicity of 
gender”.269 As discussed in Section 4.1.1, 
AI experts Buolamwini and Gebru found 
that, among the various demographics they 
examined, FRT was more likely to misidentify 
“darker-skinned females”, with error rates 
of up to 34.7%.270 The studies mentioned in 
Section 4.1.1 highlight FRT’s higher rates 
of inaccuracy particularly for Black people, 
East Asian people, women, elderly people, 
and gender-non-conforming people. These 
aspects of identity may also intersect 
with each other, further compounding the 
possibility and harms of discrimination.271 
Taken all together, these findings point 
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to inaccuracies in FRT that stem from 
technological and human (social) sources. 
These inaccuracies impact gender and 
racial minorities more than other groups in 
particular. Where these technologies are used 
and have a negative impact on a specific 
group, the public institution that uses them 
would likely be in violation of the Charter’s 
equality guarantees.  

Given the recent emergence of face 
recognition technologies, it is worth 
considering the discriminatory impacts that 
arise from the use of AI-based technologies 
generally. For example, a recidivism tool 
used by United States courts and probations 
officers, known as COMPAS, was found to 
discriminate against Black defendants. 
A study of the tool found that “[B]lack 
defendants were far more likely than white 
defendants to be incorrectly judged to be 
at a higher risk of recidivism, while white 
defendants were more likely than [B]lack 
defendants to be incorrectly flagged as low 
risk”.272 In the employment sector, there is a 
growing body of scholarly work that raises 
concerns about the implications of using AI 
software to recruit and select candidates, 
particularly in light of the way these 
technologies impact candidates who are 
women.273 

Concerns about error rates and algorithmic 
bias are not purely hypothetical. Bias in 
face recognition technologies has already 
negatively impacted the lives of people 
in drastic and irreversible ways.274 In the 
U.S., three cases of Black men who were 
misidentified by face recognition technology 
and subsequently arrested made national 
headlines.275 These stories highlight the 
discriminatory outcomes that can result from 
the existence of such bias and error rates in 
AI, or even the risk of such errors. Where FRT 
that has unequal error rates among different 
groups is used in a location, those who are 
more likely to be misidentified due to their 

race, age, gender or other characteristics will 
also experience a higher risk of being wrongly 
arrested, misidentified, held in detention, and 
a host of other disadvantages under the law. 
It is therefore imperative that the impacts 
of these technologies on equity-deserving 
communities be considered and addressed 
before and during the deployment of such 
technology.    
 
Issues of algorithmic bias have not yet 
been directly addressed by Canadian 
courts. This is not because these issues 
and rights violations do not exist, but rather 
because corporate secrecy, combined with 
limited legal pathways, make it difficult for 
individuals to bring claims forward. Despite 
the lack of concrete pronouncement on 
the issue, some cases are instructive of the 
harms and legal consequences of racial 
profiling and the use of biased technologies. 
In Ewert v Canada,276 the Supreme Court of 
Canada reviewed the use of psychological 
and risk assessment tools by Correctional 
Services Canada for Indigenous inmates. 
The case is instructive for its finding that, in 
order to meet its obligation that information 
used by CSC was “as accurate and complete 
as possible”, the state actor had to ensure 
that the results generated by the tools were 
valid when applied to Indigenous offenders.277 
Experts have also identified the Supreme 
Court case R v Le as instructive in how 
an individual’s experience with race can 
be an “aggravating factor” in determining 
whether that person is detained by police.278 
For our purposes, the case points to the 
duty that courts now have to consider 
how an individual’s experience with police 
detention may be different depending on 
their experience with race and historic facts 
about race relations. In the UK, the use of 
live face recognition by the South Wales 
police, as mentioned earlier in this report, 
was found to be discriminatory by the Court 
of Appeal. In R (Bridges) v Chief Constable 
of South Wales, the court ruled that the 
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police force that adopted FRT did not meet 
its obligation to do all that it reasonably 
could to address whether bias emerged from 
the use of live FRT.279 Police, according to 
the law that governs them and the court’s 
interpretation, had a positive duty to consider 
the bias issues posed by the FRT systems 
they used before implementation. The court 
accepted expert evidence that FRT systems 
are likely to be biased and have error rates, 
and concluded that this was evident enough 
to require pre-emptive measures prior to the 
use of FRT on individuals.  
 
The issue of technological bias, understood 
as error rates in identifying diverse faces, 
is one of the ways in which FRT can be 
discriminatory. This section has surveyed the 
current state of studies on bias regarding 
FRT. Given the academic consensus on 
misidentification and bias rates for face 
recognition systems, it would be ill-advised 
to implement FRT without conducting proper 
assessments and understanding the risks it 
poses comparatively to different groups of 
people. Given these findings, the deployment 
of FRT, even if no action is taken based on 
its use, is likely to violate the equality section 
15 rights of individuals who visit and access 
parliamentary grounds.280

6.3.3 Using FRT Risks 
Perpetuating Historical 
Disadvantages of Marginalized 
Communities  

Discriminatory risks from the use of 
FRT emanate not only from technical 
inaccuracies with these systems, but also 
from the social context within which they are 
used. Section 5.3.2 canvassed some of the 
issues that parliamentarians from racialized 
backgrounds have faced while serving their 
constituencies. Face recognition systems will 
not remove these biases, and in fact are likely 
to worsen and further entrench them. Where 
FRT algorithms are more likely to misidentify 

parliamentarians from racial, ethnic, and 
gender minorities, the PPS’s reliance on 
these results without appropriate safeguards 
will increase feelings of unease and a lack of 
safety among these parliamentarians.
 
The same logic extends to people who 
are visitors to Parliament Hill. Historic 
disadvantages of marginalized groups will be 
exacerbated by the use of FRT surveillance 
on two fronts: first, because FRT systems 
rely on databases that are built on long-
term societal biases, such as racism in 
the criminal justice system; and second, 
because interactions between security and 
law enforcement agencies with marginalized 
groups can lead to further insecurity and 
even criminalization for these groups.  

When using face recognition technology, 
the PPS would have to rely on photo (or face 
template) databases. In security contexts, 
one common sense use of FRT is to identify 
potential threats. In the parliamentary 
context, one can imagine the use of FRT to 
identify visitors on Parliament Hill against 
images of known or potential threats; 
databases of individuals involved in the 
criminal justice systems (such as mugshot 
databases); or other databases that may be 
held and shared among law enforcement 
or other intelligence agencies. Once again 
here, the data-sharing practices discussed 
in Section 5.2 are a key consideration. 
Who constitutes a ‘threat’ on parliamentary 
grounds must be carefully considered so 
as not to be overinclusive. As an example, 
careful consideration would be warranted to 
eliminate profiles of individuals not charged 
or had their charges dropped or expunged. 
It is well-accepted that racialized groups are 
more likely to be arrested and criminalized 
by our legal system. The identification of 
threats on Parliament Hill through FRT risks 
perpetuating these cycles of criminalization. 
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In addition to the design of the FRT system 
and the information it uses to reach its 
outputs, the manner in which the outputs 
are operationalized by the PPS may lead 
to discriminatory outcomes. As mentioned 
earlier in this report, it is essential that any 
interaction with a visitor that is initiated or 
caused by an FRT system’s recommendation 
be verified and vetted by humans. While 
this will not eliminate the risk of bias or the 
discriminatory impact of the technology, 
it may reduce the risk of worsening the 
experience of someone who is otherwise 
free to move around the Hill unimpeded. 
Second, it is essential that the decisions 
of PPS personnel to approach or track 
individuals based on FRT matches be made 
on a reasonable and justifiable basis, and 
not simply because someone matches 
with a database that has little to no bearing 
with Parliament’s physical security. Since 
the technology is more likely to give 
false positives on racialized individuals, 
for example, then taking actions such 
as detaining someone for arrest by law 
enforcement can have significantly increased 
detrimental impacts on the rights and 
liberties of these individuals than others. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

6.3.4 Key Equality Rights 
Considerations
• Section 15 of the Charter guarantees 

that individuals are equal before and 
under the law; and guarantees that the 
individuals are protected from direct and 
indirect discrimination. 

• An action or law is discriminatory when it 
imposes a burden or denies a benefit to a 
group of people. Courts pay attention to 
how the law perpetuates disadvantages 
historically faced by some groups.

• FRT has higher inaccuracy rates 
for racialized individuals and others 
belonging to historically marginalized 
groups. If a security entity acts on 
such outputs, the action is likely to be 
a violation of the individual’s section 15 
equality rights.

• Even if FRT becomes perfectly accurate, 
discrimination may arise from the 
databases that the PPS could use to feed 
the FRT system, and how its personnel 
act upon its findings. 

• Using large databases from other law 
enforcement and intelligence agencies 
for an FRT system’s watchlists risks 
further criminalizing groups of people 
who are disproportionately represented in 
such databases, because of the historic 
over-policing of these communities.  
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The following clarifications have been provided by the PPS: 

• The PPS would like to clarify that it “does not have access, nor is pursuing access to data 
banks used for FRT purposes.”

• The PPS would like to specify that it engages in monitoring and not surveillance. For the 
PPS, “monitoring is a general term that refers to the systematic, continual, and active or 
passive observation of persons, places, things, or processes. By contrast surveillance is 
used to indicate targeted monitoring of activities by police or security officials for specific 
evidence of crimes or other wrongdoing.”

• Regarding the right to free expression, freedom of assembly, and association considerations 
in the parliamentary context, the PPS would like to clarify that “our Parliamentarians 
greatly value access to Hill as well as the rights outlined herein. The PPS ultimately acts in 
accordance to our parliamentary stakeholders and supports these rights and is extremely 
sensitive to the rights described and acts to protect these rights every day.”

Appendix A: Clarifications from the 
Parliamentary Protective Service



Face Recognition Technology For The Protection Of Canada’s Parliamentary Precinct And Parliament Hill? Potential Risks And Considerations 58

Parliamentary Protective Service

Interpretation

Definitions 

79.51 The following definitions apply in this section and in sections 79.52 to 79.59.
 
Parliamentary Precinct means the premises or any part of the premises, other than the 
constituency offices of members of Parliament, that are used by the following entities or 
individuals or their officers or staff, and that are designated in writing by the Speaker of the 
Senate or the Speaker of the House of Commons:

a. the Senate, House of Commons, Library of Parliament or Parliamentary committees;

b. members of the Senate or the House of Commons who are carrying out their parliamentary 
functions;

c. the Senate Ethics Officer or the Conflict of Interest and Ethics Commissioner;

d. the Service; or

e. the Parliamentary Budget Officer. (Cité parlementaire)
 
Parliament Hill means the grounds in the City of Ottawa bounded by Wellington Street, the 
Rideau Canal, the Ottawa River and Kent Street. (Colline parlementaire)
 
Service means the office to be called the Parliamentary Protective Service that is established 
by subsection 79.52(1). (Service)

Establishment and Mandate

Establishment

79.52 (1) There is established an office to be called the Parliamentary Protective Service.

Speakers responsible 

(2) The Speaker of the Senate and the Speaker of the House of Commons are, as the custodians 
of the powers, privileges, rights and immunities of their respective Houses and of the members 
of those Houses, responsible for the Service.

Mandate

79.53 (1)  The Service is responsible for all matters with respect to physical security throughout 
the parliamentary precinct and Parliament Hill.

Appendix B: Parliament of Canada Act (Excerpt)
Parliament of Canada Act

R.S.C., 1985, c. P-1

https://www.canlii.org/en/ca/laws/stat/rsc-1985-c-p-1/latest/rsc-1985-c-p-1.html?autocompleteStr=parliament%20of%20can&autocompletePos=1#sec79.52_smooth
https://www.canlii.org/en/ca/laws/stat/rsc-1985-c-p-1/latest/rsc-1985-c-p-1.html?autocompleteStr=parliament%20of%20can&autocompletePos=1#sec79.59_smooth
https://www.canlii.org/en/ca/laws/stat/rsc-1985-c-p-1/latest/rsc-1985-c-p-1.html?autocompleteStr=parliament%20of%20can&autocompletePos=1#sec79.52subsec1_smooth
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Capacity

(2)  In carrying out its mandate, the Service has the capacity of a natural person and the rights, 
powers and privileges of a natural person.

Financial and administrative matters 

(3)  Despite sections 19.3 and 52.3, the Service shall act on all financial and administrative 
matters with respect to the Service and its staff.

Director of Service

Director

79.54 (1)  There shall be a Director of the Parliamentary Protective Service who is to be selected 
in accordance with the terms of the arrangement entered into under section 79.55.

Integrated security operations 

(2) The Director shall lead the integrated security operations throughout the parliamentary 
precinct and Parliament Hill under the joint general policy direction of the Speaker of the Senate 
and the Speaker of the House of Commons.

Control and management of Service 

(3) The Director has the control and management of the Service.

Arrangement for Physical Security Services

Arrangement

79.55 (1)  The Speaker of the Senate and the Speaker of the House of Commons, being 
responsible for the Service, and the Minister of Public Safety and Emergency Preparedness shall 
enter into an arrangement to have the Royal Canadian Mounted Police provide physical security 
services throughout the parliamentary precinct and Parliament Hill.

RCMP to provide services 

(2) The Royal Canadian Mounted Police shall provide the physical security services in 
accordance with the terms of the arrangement.

Selection process for Director 

79.56 (1) The arrangement entered into under section 79.55 shall provide for a process for 
selecting a person to act as the Director of the Parliamentary Protective Service. It shall also 
provide for a person — identified by name or position — to act as the Director on an interim basis 
if the Director is absent or incapacitated or if the office of Director is vacant, and set out the 
maximum period that the person may act as the Director on an interim basis. 

https://www.canlii.org/en/ca/laws/stat/rsc-1985-c-p-1/latest/rsc-1985-c-p-1.html?autocompleteStr=parliament%20of%20can&autocompletePos=1#sec19.3_smooth
https://www.canlii.org/en/ca/laws/stat/rsc-1985-c-p-1/latest/rsc-1985-c-p-1.html?autocompleteStr=parliament%20of%20can&autocompletePos=1#sec52.3_smooth
https://www.canlii.org/en/ca/laws/stat/rsc-1985-c-p-1/latest/rsc-1985-c-p-1.html?autocompleteStr=parliament%20of%20can&autocompletePos=1#sec79.55_smooth
https://www.canlii.org/en/ca/laws/stat/rsc-1985-c-p-1/latest/rsc-1985-c-p-1.html?autocompleteStr=parliament%20of%20can&autocompletePos=1#sec79.55_smooth
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Member of RCMP 

(2) The Director, or the person acting as the Director on an interim basis, must be a member as 
that term is defined in subsection 2(1) of the Royal Canadian Mounted Police Act.

Estimates

Estimates to be prepared and transmitted

79.57  Before each fiscal year, the Speaker of the Senate and the Speaker of the House of 
Commons shall cause to be prepared an estimate of the sums that will be required to pay 
the expenditures of the Service during the fiscal year and shall transmit the estimate to the 
President of the Treasury Board, who shall lay it before the House of Commons with the 
estimates of the government for the fiscal year.

Powers, Privileges, Rights and Immunities

For greater certainty

79.58  For greater certainty, nothing in sections 79.51 to 79.57 shall be construed as limiting in 
any way the powers, privileges, rights and immunities of the Senate and the House of Commons 
and their members.

General

Statutory Instruments Act

79.59   For greater certainty, the designation referred to in the definition parliamentary precinct 
in section 79.51 is not a statutory instrument for the purposes of the Statutory Instruments Act.

https://www.canlii.org/en/ca/laws/stat/rsc-1985-c-r-10/latest/rsc-1985-c-r-10.html#sec2subsec1_smooth
https://www.canlii.org/en/ca/laws/stat/rsc-1985-c-r-10/latest/rsc-1985-c-r-10.html
https://www.canlii.org/en/ca/laws/stat/rsc-1985-c-p-1/latest/rsc-1985-c-p-1.html?autocompleteStr=parliament%20of%20can&autocompletePos=1#sec79.51_smooth
https://www.canlii.org/en/ca/laws/stat/rsc-1985-c-p-1/latest/rsc-1985-c-p-1.html?autocompleteStr=parliament%20of%20can&autocompletePos=1#sec79.57_smooth
https://www.canlii.org/en/ca/laws/stat/rsc-1985-c-p-1/latest/rsc-1985-c-p-1.html?autocompleteStr=parliament%20of%20can&autocompletePos=1#sec79.51_smooth
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MEMORANDUM OF UNDERSTANDING

Between

THE SPEAKER OF THE SENATE,

THE SPEAKER OF THE HOUSE OF COMMONS,

THE MINISTER OF PUBLIC SAFETY AND EMERGENCY PREPARDNESS, and

THE COMMISSIONER OF THE RCMP

WHEREAS, the House of Commons resolved:

That this House, following the terrorist attack of October 22, 2014, recognize the 
necessity of fully integrated security throughout the Parliamentary precinct and the 
grounds of Parliament Hill, as recommended by the Auditor General in his 2012 report 
and as exists in other peer legislatures; and call on the Speaker, in coordination with his 
counterpart in the Senate, to invite, without delay, the Royal Canadian Mounted Police to 
lead operational security throughout the Parliamentary precinct and the grounds of 
Parliament Hill, while respecting the privileges, immunities and powers of the respective 
Houses, and ensuring the continued employment of our existing and respected 
Parliamentary Security staff;

AND WHEREAS, the Senate resolved:

That the Senate, following the terrorist attack of October 22, 2014, recognize the 
necessity of fully integrated security throughout the Parliamentary precinct and the 
grounds of Parliament Hill, as recommended by the Auditor General in his 2012 report 
and as exists in other peer legislatures; and call on the Speaker, in coordination with his 
counterpart in the House of Commons, to invite, without delay, the Royal Canadian 
Mounted Police to lead operational security throughout the Parliamentary precinct and 
the grounds of Parliament Hill, while respecting the privileges, immunities and powers of 
the respective Houses, and ensuring the continued employment of our existing and 
respected Parliamentary Security staff;

Appendix C: Memorandum of Understanding
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The Speaker of the Senate and the Speaker of the House of Commons, in the exercise of the 
privileges of their respective Houses, hereby invite the RCMP to lead operational security 
throughout the Parliamentary precinct and the grounds of Parliament Hill;

THE OBJECTIVE OF THIS MEMORANDUM OF UNDERSTANDING IS TO SET OUT THE 
FOLLOWING PRINCIPLES FOR THE CREATION OF A PARLIAMENTARY 
PROTECTIVE SERVICE:

Parliamentary Protective Service

1. The Parties agree that there shall be established the Parliamentary Protective Service. 
The Speaker of the Senate and the Speaker of the House of Commons are, as the 
custodians of the powers, privileges, rights and immunities of their respective Houses 
and of the members of those Houses, responsible for the Service.

2. The Parliamentary Protective Service is established to provide integrated physical
security throughout the Parliamentary precinct and the grounds of Parliament Hill, in 
accordance with this MOU.

3. Physical security is all the measures taken that are necessary to provide for the physical 
protection of the grounds of Parliament Hill and the Parliamentary Precinct, including 
the security of Parliament, its premises, Parliamentarians, Parliamentary Staff, and 
guests of Parliament, as well as all visitors to the grounds and/or the Precinct, and any 
assets located within or events that take place therein. For greater certainty, the Parties 
agree that this definition excludes IM/IT infrastructure and IT security, including the 
sharing and protection of data.

This definition will be further clarified by the transition team which will also identify 
roles and responsibilities.

4. The Parliamentary Protective Service will include members of the RCMP, and of the 
current House of Commons and Senate Protective Services.

Selection and Appointment of Director

5. The Director of the Parliamentary Protective Service shall be an RCMP member
appointed by the Commissioner. Before appointing the Director, the Commissioner will 
consult with the Speaker of the Senate and the Speaker of the House of Commons and 
they shall participate in the selection process for such appointment. The process shall be 
consensus based.

6. In the event that the Director is absent or unable to act or the office is vacant, the next 
most senior and highest ranking RCMP member within the Parliamentary Protective 
Service will serve as Director. The interim Director shall not act in the position for a 
period exceeding 180 days.
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Governance

7. The Parties recognize that:

a. the authority for security of the Parliamentary precinct is vested in the Speaker of 
the Senate and the Speaker of the House of Commons, as the custodians of the 
privileges, rights, immunities and powers on behalf of their respective Houses
and of the members of those Houses, as per the Constitution of Canada and the 
Parliament of Canada Act;

b. The RCMP will lead integrated security operations throughout the Parliamentary 
precinct and on the grounds of Parliament Hill. The Commissioner of the RCMP, 
under the direction of the Minister of Public Safety and Emergency 
Preparedness, and in accordance with the principle of policing independence, has 
the control and management of the RCMP and all matters connected therewith.

8. The Speaker of the Senate and the Speaker of the House of Commons will set general 
policy, including annual objectives, priorities and goals related to the security of the 
Parliamentary precinct and Parliament Hill, in consultation with the Director. As part of 
the consultation, the Director will:

a. provide information pertaining to the security of the Parliamentary precinct,
Parliament Hill and the operational and administrative status of the 
Parliamentary Protective Service; and

b. provide information relating to the deployment of Parliamentary Protective 
Service personnel and materiel.

9. The Speakers will advise the Director of those buildings or places that comprise the 
Parliamentary precinct and will consult the Director with regards to any changes to the 
premises to be included in the Parliamentary precinct.

Operations

10. The Director will be responsible for planning, directing, managing and controlling 
operational parliamentary security, including members of the RCMP, House of 
Commons and Senate Protective Services, taking into account the objectives, priorities 
and goals as set by the Speaker of the Senate and the Speaker of the House of Commons.

11. In its mandate and organization, and through the duties and activities of its members, the 
integrated Parliamentary Protective Service shall:

a. be sensitive and responsive to, and act in accordance with, the privileges, rights, 
immunities and powers of the Senate and the House of Commons and their 
Members;
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b. provide physical security in the Parliamentary precinct and on the grounds of 
Parliament Hill including the physical security of Parliament, its premises, 
Parliamentarians, Parliamentary Staff, and guests of Parliament. Allegations and 
complaints of criminal activity will be referred to appropriate police officers 
outside the Parliamentary Protective Service and subsequent policing activities 
will follow established protocols consistent with parliamentary privileges and 
traditions;

c. allow such other branches of the RCMP, such as the Prime Minister’s Protective 
Detail, to carry out their functions within the Parliamentary precinct in 
accordance with such protocols that may be established with such branches; and

d. have due regard to the need to ensure reasonable access to the Parliamentary 
precinct and the grounds of Parliament Hill.

12. The Speakers shall, in consultation with the RCMP, establish a protocol with respect to 
operational security for parliamentary proceedings, and any other protocol as may be 
required.

Funding, Budget and Estimates

13. For operational efficiency and proper accountability, the Parliamentary Protective 
Service will be funded through a single vote under Parliament.

14. Upon the establishment of the Parliamentary Protective Service, the funding that was 
appropriated by Parliament to defray the operational expenditures of

a. the RCMP,
b. the Senate in relation to the Senate Protective Service, and
c. the House of Commons in relation to the House of Commons Protective Service

related to the Parliamentary precinct and the grounds of Parliament Hill, and that is 
unexpended on the date the Service is established, will continue to be used by these 
entities to pay for the respective entities’ operational costs until such time as the 
Parliamentary Protective Service is able to receive a transfer through an appropriation to 
the Service. If needed, the Director will seek additional funding in the year of the 
implementation through the Estimates process.

15. Prior to each fiscal year, the Director, will consult any individuals or entities, including 
the RCMP, the House of Commons, the Senate, the Library of Parliament, to ascertain 
security requirements, including planned or anticipated events, for the Parliamentary 
precinct and the grounds of Parliament Hill and will prepare a draft estimate, for the 
approval of both Speakers, of the sums that will be required to pay the charges and 
expenses relating to the Parliamentary Protective Service during the fiscal year.
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16. The Speakers will jointly consider the draft estimate, establish an estimate and, upon 
their approval, transmit it to the President of the Treasury Board, who shall lay it before 
the House of Commons with the estimates of the government for the fiscal year.

17. The Parliamentary Protective Service, through its Director, may enter into agreements 
with the Senate, House of Commons, or the RCMP for the provision of administrative 
services to support the Parliamentary Protective Service.

18. The expenses incurred by the RCMP, the House of Commons and the Senate, upon
establishment of the Parliamentary Protective Service and in accordance with this 
Memorandum of Understanding, will be reimbursed by the Parliamentary Protective 
Service through an Interdepartmental Settlement.

Implementation

19. The Parties shall work together:

(a) to determine the most suitable means of implementing the objectives 
described in this Memorandum of Understanding; and
(b) to draft any further Memoranda of Understanding the Parties consider 
necessary to implement the objectives described in this Memorandum of 
Understanding;

20. A transition team, with representation chosen by the Parties, will be established upon 
signing of this Memorandum of Understanding, and will address all necessary issues 
including, but not limited to, clarifying the roles and responsibilities of the RCMP and 
the Parliamentary Protective Service, organizational restructuring, recruitment, training 
and development and labour relations.

21. The Parties recognize and accept the requirement to transition existing personnel 
employed by the House of Commons and Senate Protective Services to appropriate 
functions in the Parliamentary Protective Service, based on a commitment of continuous 
employment.

22. The Parties will make best efforts to develop and implement a joint Communications 
Plan in regard to the Parliamentary Protective Service. Until such a plan is in place, the 
Parties will make reasonable efforts to consult each other with respect to any public 
communications in regard to the Parliamentary Protective Service.

Dispute Resolution 

23. In the event of a dispute arising from the interpretation or operation of this 
Memorandum of Understanding, it will be referred to the Parties, or their representative 
designates, who will use their best efforts to resolve the matter amicably.  
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Review

24. The Parties, or their representative designates, will co-operate and communicate openly 
with each other on any matter relating to the administration of this Memorandum of 
Understanding and will meet as required and/or at least annually to review the operation 
and effectiveness of this Memorandum of Understanding.

Amendments to the Memorandum of Understanding 

25. This Memorandum of Understanding may only be amended by the written consent of 
the Parties.

Termination 

26. Any Party to this Memorandum of Understanding may terminate it at any time, upon 
one year written notice to the other Parties.

Effective Date and Signature 

27. This Memorandum of Understanding will become effective upon the date of the last 
signature and will remain in effect until such time as one of the Parties gives notice for 
termination.

IN WITNESS WHEREOF the Parties hereto have agreed to this Memorandum of Understanding 
through duly authorized representatives.
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