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Executive Summary1

Information is moving at fast and furious speeds. 
The proliferation of social media platforms, instant 
messaging and digitization of news media has 
moved the “public square” online, where a thought, 
a video, or a photo can be shared with anyone, and 
anywhere, instantly.

For many, this is a good thing. Marginalized peoples, 
for example, have platforms where they can share 
their voices and stories unencumbered. However, 
these innovations have also enabled ill-intentioned 
actors to weaponize these same platforms, 
manipulating the algorithms to spread conspiracy 
theories and extremism, and to target vulnerable 
people with hate and harassment.

For most, this is nothing new. What has changed, 
though, is the onset of new and sophisticated 
artificial intelligence (AI) based technologies, which 
lower the skills barrier to creating realistic-looking 
fake media. A video may no longer be a source of 
truth. A picture may no longer be worth a thousand 
words.

We are squarely in the age of disinformation—where 
Canadians are increasingly exposed to deepfakes 
and politicized content generated from foreign 
disinformation campaigns, conspiracy theories that 
are synthetically legitimized, non-consensual and 
predatory imagery, and hateful content.

How can we protect the health and safety of people 
in Canada while upholding the rights and freedoms 
granted to us by the Charter? What support do 
people need to navigate the complexities of this 
evolving digital landscape? One thing is clear: 
Canadians are ready for the government to step 
in and take action. Our latest survey shows that 
support for government action has increased.

The Survey of Online Harms in Canada 2024 is the 
fifth report of its kind and the first since Canada’s 
proposed Online Harms Act was tabled. Similar to 
our previous publications, this report provides up-
to-date insights on Canadian residents’ experiences 
with harmful online content, and their views on the 
role of government and platforms in addressing those 
harms.

This online survey was conducted in April 2024 with 
a representative sample of 2,500 Canadian residents 
aged 16 and older.
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Key Findings:

Social media use
	• Meta-owned platforms are the most used, with 

more than half saying they use Facebook every 
day and more than one-third using Messenger 
(Facebook’s messaging app) and Instagram.

	• Instagram has continued its growth pattern: in 
2019, only 48 percent said they use Instagram. 
In 2022, that rose to 55 percent and is now 62 
percent (+14 percentage points).

	• For nearly every platform, the youngest cohort is 
the most likely to be habitual users — 72 percent 
of those aged 16 to 29 use Instagram daily, 
51 percent use YouTube daily, 45 percent use 
Snapchat daily, and 39 percent use TikTok daily.

News sources
	• News on TV, news websites, and news on the 

radio remain the top three sources that Canadian 
residents say they use to stay up to date with 
news and current events, followed closely by 
search engines.

	• For those under 30, Instagram is the number one 
source of news and current events: 46 percent 
say they use the platform for news.

	• Forty-one percent of respondents say that Meta 
blocking Canadian news as a result of the Online 
News Act has had a negative impact on their 
ability to stay current with the news, including 
15 percent who say it has had a very negative 
impact.

Trust in platforms and news
	• Trust in social media platforms to act in the 

best interest of the public continues to fall. For 
example, 55 percent have low trust in TikTok, 
compared to just eight percent with high trust.

	• The least trusted digital service providers are 
cryptocurrency exchanges — more than half 
of respondents have a low level of trust in 
cryptocurrency exchanges, including 29 percent 
who report having no trust at all.

	• Canadian residents overwhelmingly trust public 
libraries (89 percent) and schools (81 percent) 
as resources to learn about digital literacy and 
misinformation, a significantly higher trust level 
than news media and the federal government.

Exposure to online harms
	• Thirty-eight percent of respondents say they fall 

for false news at least a few times per month, a 
rate consistent with 2022.

	• The most commonly cited topics of 
misinformation in 2024 are celebrity news, 
followed by US politicians (principally Donald 
Trump), scams or fraud, and the Israel/Palestine 
conflict.

	• While only 61 percent of White respondents 
report having seen hate speech online, 71 
percent of those with a visible minority identity 
have seen it, including 92 percent of Middle 
Eastern respondents, 75 percent of South 
Asian respondents and 72 percent of Black 
respondents. The result is similarly higher for 
2SLGBTQ+ respondents (72 percent) and 
newcomers to Canada who have been here for 
less than 10 years (73 percent).

	• The most common online hate speech topics 
cited in 2024 are the Israel/Palestine conflict, 
racism, antisemitism and anti-2SLGBTQ+ hate.

Deepfakes
	• Sixty percent of Canadian residents say they 

have seen a deepfake (digitally manipulated 
image of a person) online, with 23 percent 
reporting seeing deepfakes at least a few times a 
week.

	• Deepfake exposure is correlated with the use 
of Facebook, YouTube, Twitter/X, TikTok and 
ChatGPT.  Use of these platforms are associated 
with a higher likelihood in seeing deepfakes and 
to seeing deepfakes more often.

	• The most common type of deepfakes reported 
are generated images or videos of celebrities (27 
percent) with political deepfakes close behind 
(22 percent).
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Personal experience with online harms
	• Ten percent of Canadian residents report being 

targeted by hate speech, a percentage that 
has been stable since 2022. However, personal 
experience is far more common for those with 
visible minority identities: 28 percent of Middle 
Eastern respondents, 14 percent of Black and 
South Asian respondents, and 12 percent of East 
or Southeast Asian respondents report having 
been targeted by hate speech.

	• Hate speech is also more pronounced within the 
2SLGBTQ+ community where 27 percent have 
been personally targeted by online hate speech. 
Those living with a disability are also affected 
(19 percent have experienced hate speech 
personally).

	• Another eight percent report being targeted by 
harassment online that caused them to fear for 
their safety, also stable since 2022.

	• Youth in Canada in general report higher levels 
of online harm. From exposure to hate speech 
and violent content, to personal targets of hate 
and harassment, levels among those aged 16 to 
29 are 30 to 50 percent higher than the overall 
population.

Belief in misinformation
	• Overall levels of belief in misinformation 

narratives have remained largely stable since 
2022.

	• Those with a high level of belief in misinformation 
are more likely to trust social media and less likely 
to trust mainstream news sources, and this gap 
has grown since 2022.

	• Those with a high level of belief in misinformation 
are more likely to use Facebook, YouTube, 
Twitter/X, TikTok and messaging apps as news 
sources.

	• The most significant differences come across 
the self-identified political spectrum. Those who 
place themselves on the left of the spectrum 
are significantly more likely to correctly identify 
misinformation: 78 percent identified at least 
six out of eight statements correctly, while 34 
percent of right-leaning respondents did the 
same.

Attitudes about government intervention
	• Approximately two in three Canadian residents 

are in favour of government intervention in 
regulating social media platforms.

	• The most notable changes since 2022 include an 
increase in strong support for requiring platforms 
to develop specific safety measures for child 
users (an increase of +4, now 68 percent), strong 
support for requiring the removal of bot accounts 
(+4, now 68 percent), and strong support for 
requiring platforms to label deepfakes (+4, now 
64 percent).

	• Familiarity with the Online Harms Act is currently 
low (only nine percent saying they are clearly 
familiar). Among those who are at least vaguely 
familiar with the bill, 61 percent say they support 
the proposed Online Harms Act, 20 percent are 
opposed, and 19 percent are either neutral or 
unsure.

TikTok ban
	• A majority of Canadian residents believe that 

TikTok should be banned in Canada in some 
form: 33 percent of respondents think it should 
be banned completely, with another 24 percent 
believing that it should be banned only for minors.

	• Forty percent of those in the 16-29 age group 
believe TikTok should not be banned, while only 
15 percent of those aged 60+ believe the same.
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2

Much of public life has moved online to the digital 
“public square.” With options consolidated by a 
few dominating online platforms, the digital town 
square continues to evolve alongside emerging new 
technologies, a changing regulatory landscape, and 
shifting geopolitics. While harms such as digital 
harassment and disinformation have almost always 
been a part of these online spaces, the emergence 
of generative artificial intelligence (AI) technologies 
has inundated platforms with fake politicized 
content from foreign disinformation campaigns,1 
non-consensual and predatory sexual imagery,2 
and multiplied content that supports hate speech.3 
This project seeks to understand how the digital 
experiences of Canadian residents have changed as 
a result of these fluid dynamics, and to help inform 
policymakers on what can be done to ensure people 
living in Canada have access to safe and trusted 
platforms.

Despite broad public concern about online harms to 
children and adults alike, the Canadian government 
has been relatively slow to regulate these platforms, 
compared to many peer jurisdictions. After several 
false starts, the Online Harms Act was tabled in 
February 2024 aiming to establish a Digital Safety 
Office that would seek to address seven categories 
of illegal content on social media platforms.

The Dais has undertaken a long program of work 
to understand the impacts of online harms on 
those in Canada, as well as Canadian sentiments on 
potential interventions. Since 2019, we have routinely 
surveyed Canadian residents about their experiences 
online and perspectives about what should be done 
about it. This report provides the results of the fifth 
iteration of this survey, conducted in April 2024 after 
the tabling of the Online Harms Act. A sixth wave is 
in development for spring 2025.

Introduction
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3

This study was conducted from April 11 to 22, 
2024 with Pollara Strategic Insights. In total, 
2,501 Canadian residents aged 16 and older were 
interviewed for the project, using respondents 
provided by Leger. The sample of 2,501 Canadian 
residents was weighted by age, gender, language, 
and region based on the latest Census data, to 

ensure the sample is representative of Canada 
as a whole. The complete survey instrument and 
demographic breakdown of the sample are available 
in the Appendix, along with methodology information 
for previous iterations of the study. Totals presented 
throughout may not sum or add to 100 due to 
rounding.

Methodology



 SURVEY OF ONLINE HARMS IN CANADA 2024    10

4

We asked respondents which online platforms they 
use and how often they use them. When it comes 
to habitual platform use (those who use a platform 
at least a few times a day), Meta-owned platforms 
are the most used, with more than half saying they 
use Facebook every day and more than one-third 
using Messenger (Facebook’s messaging app) 
and Instagram. The only other platform that sees 

as many daily users is YouTube with 34 percent 
of respondents using it at least a few times a day. 
However, looking at overall platform usage regardless 
of frequency, YouTube is the most used — only 
seven percent of respondents say they never use 
YouTube with a large group using it either a few times 
a week (28 percent) or a few times a month (20 
percent).

Online Media Environment
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Figure 1 - Frequency of use of online platforms in Canada

“Which of the following best describes how often you typically use the following online platforms:”
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Instagram has continued its growth pattern. In 2019, only 48 percent said they use Instagram. In 2022, that 
rose to 55 percent and now it has risen to 62 percent (+14 percent). Similarly, WhatsApp use rose from 34 
percent in 2019 to 46 percent in 2024 (+12). The biggest growth, however, has been by TikTok: in 2019, only 10 
percent of Canadian residents reported using this video platform, which increased to 29 percent in 2022 and 
now is at 34 percent or more than one-third of respondents (+24 percent).

Figure 2 - Overall change in use of online platforms in Canada

“Which of the following best describes how often you typically use the following online platforms:” % who use each platform at least 

a few times a year.

The only platform that has seen a significant decline in usage is Twitter/X, which has declined from being used 
by 44 percent of people living in Canada to only 33 percent of residents now (-11; with only 10 percent saying 
they use it at least daily, compared to 19 percent in 2019).
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For nearly every platform, the youngest cohort is the most likely to be habitual users — 72 percent of those 
aged 16 to 29 use Instagram daily, 51 percent use YouTube daily, 45 percent use Snapchat daily, and 39 
percent use TikTok daily. For all of these platforms, habitual usage declines with age. That decline is most 
significant for Snapchat where only 12 percent of those aged 30 to 44 use Snapchat daily and less than two 
percent of those over 44 use it daily.

Figure 3 - Daily platform use by age group

“Which of the following best describes how often you typically use the following online platforms:” - % who use each platform at 

least a few times a day.

While the youngest group is far more likely to use 
YouTube habitually (51 percent of those under 30 use 
it daily, compared to only 20 percent of those over 
60), total usage of the platform is consistent across 
groups. More than 90 percent of those under 60 
report ever using YouTube, and similarly, 87 percent 
of those 60 and over say they have ever used 
YouTube.

However, both Facebook and Messenger do not 
follow the same pattern. For these platforms, those 
30 to 44 (a cohort that includes most Millennials) 
are the most likely to use the platform with 60 
percent using Facebook daily and 49 percent using 
Messenger daily.
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Platforms as a news source

While those living in Canada continue to use social media more and more, many still turn to more traditional 
news sources. News on TV, news websites, and news on the radio are the top three sources that Canadian 
residents say they use to stay up to date with news and current events, followed closely by search engines 
which will often lead to news websites.

Figure 4 - Most common news sources in Canada

“Which of the following do you use to stay up to date with the news or current events?”
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After these sources, Facebook, YouTube, and Instagram are common news sources. While Facebook remains 
the top social media platform for news (27 percent), it has declined since 2022. Among those who use the 
platform at all, six percent fewer now report using Facebook as a source to stay up to date on the news — 
potentially in response to the Online News Act, which we discuss in detail below. However, other social media 
platforms are now more heavily used as a source of news: among only those who use the platforms, six 
percent more report using TikTok than in 2022 and four percent more report using Instagram for news. This is 
growth beyond simply growth in the share of residents using these platforms at all.

Figure 5 - Most common news sources in Canada over time

“Which of the following do you use to stay up to date with the news or current events?”
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“Which of the following do you use to stay up to date with the news or current events?”

Figure 6 - Use of news sources by age in Canada

Looking at these figures across the population as a 
whole masks significant differences by age. Younger 
people rely on dramatically different sources of 
information than older cohorts. While “news on TV” 
is the top source of information for those aged 60+ 
(78 percent using it for news) and those 45 to 59 (61 
percent using it for news), only 39 percent of those 
aged 30 to 44 use TV for news and only 37 percent 
of those under 30 watch news on TV.

For those under 30, Instagram is the number one 
source of news and current events: 46 percent say 
they use it for news. Instagram is followed by search 
engines (42 percent), TV news (37 percent), news 
websites (36 percent), YouTube (35 percent), and 
TikTok (28 percent). TikTok in particular has grown 
as a news source from 21 percent of those aged 16 
to 29 in 2022 (including 32 percent of those 23 and 
under).
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Figure 7 - Most and least trusted news sources (among users of each source)

“Which of these would you say you trust the [most/least] for staying up to date with the news or current events?”

The age differences are most significant for print 
newspapers. While one-third (33 percent) of the 
oldest cohort say they use print news to stay current, 
readership declines dramatically with age. Even 
among those aged 45 to 59, only 14 percent read 
print newspapers and among the youngest group 
only six percent read print news.

Overall, while the oldest Canadians continue 
to rely heavily on traditional print and TV news, 
younger Canadians have largely switched to digital 
news sources — either news websites or, for the 
youngest, social media.

Despite the rise of social media as a news source, 
traditional news delivered on TV, on news websites, 
and on the radio remain the most trusted source of 
information, collectively accounting for more than 
half of Canadians’ most trusted news sources.

When asked which news source they trust the 
least (among only news sources they actively use), 
most report that there are no news sources that 
they don’t trust. This suggests that Canadians are 
avoiding news that they have already deemed not 
trustworthy. However, for those who did pick a 
specific source, Facebook was the most distrusted 
source at 12 percent.
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Figure 8 - Perceived impact of Meta’s decision to block news in Canada

“In response to legislation from the federal government that would require online platforms to compensate news organizations for 

posting links to news articles, Meta decided to block Canadian news on both Facebook and Instagram. Our survey question asked: To 

what extent has Meta’s decision to block Canadian news on Facebook and Instagram impacted your ability to stay up to date with 

the news or current events?”

This distrust is in the shadow of the decision by Meta (in response to the Online News Act from the federal 
government designed to compensate news organizations) to block Canadian news on both Facebook and 
Instagram. The majority of respondents felt that this has had no impact on their ability to stay current with 
the news, but 41 percent say that it has had a negative impact including 15 percent who say it has had a very 
negative impact.
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Digital civic participation

The most common ways that Canadian residents are actively engaging online are by fact-checking information 
and commenting on or posting about news and politics. Two-thirds of respondents say they have fact-
checked something they saw online using a different source, higher among younger respondents (70 percent 
of those under 30, and 73 percent of those 30 to 44). The largest difference in fact-checking is across the 
self-identified political spectrum4 — 82 percent of those who say they are on the left also say they have fact-
checked something, while 53 percent of those who say they are on the right have done the same.

Figure 9 - Frequency of digital civic participation in Canada

“Have you ever experienced any of the following?”
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When it comes to commenting or posting online 
about news or politics, 31 percent say they have ever 
done it, with men (35 percent) being more likely 
than women (27 percent) to have posted. Similarly, 
respondents with higher education levels were more 
likely to say they have commented or posted about 
news or politics online — 34 percent of those with 
a university degree have done so, compared to 25 
percent of those with a high school education or less.

Other forms of engagement are less common. Just 
under two in five (18 percent) say they have joined 
an online group about an issue with people that 
they do not know. The two groups most likely to 
be in an online group are respondents living with a 
disability (31 percent) and 2SLGBTQ+ (33 percent) 
respondents. There is a sharp divide in this kind of 
participation between those over and under the 
age of 60. Under the age of 60, about one in five 
Canadian residents say they have joined an online 
group — consistent across age cohorts. However, 
among those 60 and older only 11 percent have done 
so.

Another 13 percent have participated in a 
government or political consultation online — with 
men (18 percent) being more than twice as likely as 
women (eight percent) to say they have done so. 
Participation in government consultations is closely 
tied to education — among those with a university 
education, 20 percent say they have done so, while 
only seven percent of those with a high school 
education or less have.

Finally, 13 percent of Canadian residents say they 
have paid for a digital news subscription. The federal 
government offers a Digital News Subscription 
Tax Credit and according to information from the 
Canadian Revenue Agency, just over 300,000 
Canadians filed for the credit in 2020.5 This is similar 
to the 13 percent who reported a digital news 
subscription in 2024, although the tax credit is only 
available for paid subscriptions to qualified Canadian 
journalism organizations. Unsurprisingly, paid digital 
news subscriptions are most common among 
households earning the most: 21 percent of those 
with a household income over $100,000 have paid for 
a digital news subscription.
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Trust in platforms and news

Trust in Canadian news organizations to act in the best interest of the public has largely stabilized after falling 
slightly in 2022. We asked participants how much trust they had in a number of different companies to act 
in the public interest, including major news organizations, social media platforms and digital service providers, 
alongside other major Canadian companies for additional context. The four most trusted companies tested 
to act in the public interest were CBC, Canadian Tire, CTV, and Global News, all had more than 40 percent of 
respondents say they trust them at least a 7 out of 9. Looking specifically at CBC / Radio-Canada, trust has 
been steady since 2022 with 48 percent saying they trust the organization to act in the public interest, and 
CBC is now the most highly trusted organization tested.

Figure 10 - Trust in organizations to act in the best interest of the public

“On a scale of 1-9, where 1 means you have no trust at all and 9 means you have a high degree of trust, how do you feel about each 

of the following companies when it comes to trusting them to act in the best interest of the public:”
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Radio-Canada is specifically well trusted in Quebec, 
where 64 percent of respondents have a high level 
of trust in the organization. However, trust in CBC in 
Alberta is particularly low — only 34 percent have a 
high degree of trust in the organization. Across the 
board, Alberta tends to have lower levels of trust 
in news organizations. Only 36 percent highly trust 
Global News, 34 percent highly trust CTV, and only 
21 percent highly trust The Globe and Mail.

For nearly every company tested, those on the right 
of the political spectrum are more likely than those 
on the left to trust that they will act in the public 
interest, reflecting general differences in support 
for the free market across the political spectrum. 
In general, the differences are smaller for news 
organizations but the only company that is more 
trusted by the left (57 percent) than the right (41 
percent) is the CBC. This likely reflects the nature of 
the CBC as a publicly-funded entity and recent calls 
by some on the political right to see funding for the 
CBC decreased or eliminated.

Trust for big tech companies is split — while some 
are largely trusted, others are not. Google, Microsoft 
and Apple are all towards the top of the list of big 
tech companies.

However, social media platforms are much less 
trusted — Meta, Twitter/X, and TikTok are among 
the least trusted companies, with a majority of 
respondents having low (between 1 and 3) trust in 
them to act in the public interest. These platforms 
exist in a group of their own at the bottom, with the 
only other company joining them being the creator 
of ChatGPT, OpenAI, which, while not well trusted, 
is also not yet well known. Nearly one-third of 
respondents still don’t know if they trust OpenAI to 
act in the interest of the public.
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Figure 11 - Trust in social media platforms in Canada over time

“On a scale of 1-9, where 1 means you have no trust at all and 9 means you have a high degree of trust, how do you feel about each 

of the following companies when it comes to trusting them to act in the best interest of the public:”

For most companies, trust has been very stable since 2022. The three exceptions are Twitter/X, TikTok and 
Loblaws, all of which have received significant negative media attention over the past year. For Twitter/X, 
there has been no change in the share who have a high degree of trust (11 percent in both 2024 and 2022); 
however, the low trust group has grown from 40 percent in 2022 to 48 percent now. For TikTok, the share 
with low trust has grown from 50 percent in 2022 to 55 percent. For Loblaws, the change has been more 
dramatic. In 2022, 34 percent had a high degree of trust in the company. That has since declined to only 25 
percent while those with low trust have nearly doubled from 13 percent in 2022 to 25 percent in 2024.
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“You are likely interacting with a number of digital services in your daily life. We want you to consider which sectors you most trust to 

offer secure and responsible digital services. This means products and services that are modern and reliable, ensure your informed 

consent, respect your privacy, protect your information from cyber breaches, and are aligned with the public interest.

 

On a scale of 1-9, where 1 means you have no trust at all and 9 means you have a high degree of trust, how do you feel about each 

of the following when it comes to trusting them to offer secure and responsible digital services:”

Digital service providers

When considering whether people living in Canada trust that providers of digital services will offer secure 
and responsible platforms, residents have the highest degree of trust in health-care providers with a majority 
having a high level of trust (at least a 7 on a 9-point scale). Canadian banks are nearly as well trusted: 45 
percent say they have a high level of trust in digital services from banks.

Figure 12 - Trust in secure and responsible digital services from each provider
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Governments fall squarely in the centre — municipal 
governments are most trusted at 37 percent, while 
provincial and federal governments both have 33 
percent of people living in Canada saying they 
trust them to provide digital services securely and 
responsibly.

The least trusted service providers are 
cryptocurrency exchanges — more than half have 
a low level of trust in cryptocurrency exchanges 
including 29 percent who reported having no trust 
at all in them. There are significant age differences in 
trust in crypto exchanges: only 37 percent of those 
under 30 report having no trust in crypto exchanges 
compared to 54 percent of those 45 to 59 and 
65 percent of those aged 60+. On the flip side, 
13 percent of those under 30 report having a high 
degree of trust in cryptocurrency exchanges.

For all of these service providers, trust has been 
down since 2022, although in most cases the decline 
has been small. The largest declines are for the 
federal government (high trust has declined from 
38 to 33 percent, while low trust has grown from 21 
percent to 26 percent) and for health-care providers 
(high trust has declined from 55 percent to 51 
percent, although low trust has only grown from 8 
percent to 10 percent).
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Information sources on digital literacy

To better understand Canadians’ engagement with online harms and misinformation, it is essential to know 
which sources Canadians can turn to and trust. For policymakers, strengthening media literacy and better 
enabling access to trusted information are critical components to mitigate disinformation and online harm. 
Using a pre-selected set of sources, we asked respondents how much they would trust each if they wanted 
to learn more about misinformation and digital literacy.

Figure 13 - Trust in different sources for learning about digital literacy and misinformation

“How much would you trust each of the following sources if you wanted to learn more about misinformation and digital literacy?”

Our survey shows that the majority of Canadian residents trust public libraries (89 percent of overall support), 
followed by friends and family (83 percent), and their child’s school for those with children under 18 (81 
percent, n=647). Though overall support exceeded 60 percent for both, strong trust for news media and the 
federal government was relatively weak (11 percent and 10 percent). Though our results indicate higher levels 
of trust than other studies show, lack of strong trust in news media matches a reported long-term decline in 
Canada.6
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5

Exposure to online harms

Most Canadian residents say they see nearly every 
type of harm online at least a few times a year. Most 
commonly, 75 percent of respondents have seen 
information or news that they suspect was false and 
68 percent of people saw information they initially 

Experience of Online Harms

believed was trust about current events, but later 
turned out to be false. One in three say they see false 
news multiple times per week, while nine percent of 
respondents report seeing news they believe to be 
false a few times a day.



 SURVEY OF ONLINE HARMS IN CANADA 2024    28

Total exposure

“Thinking about your use of online platforms, which best describes how often you see the following, including through posts, links, 

images, or videos:”

Figure 14 - Frequency of exposure to online harms in Canada

Just under two-thirds (63 percent) reported ever 
seeing hate speech online and similar proportions 
saw deepfakes (60 percent) or identity fraud/
impersonation (58 percent). Hate speech in particular 
is observed more frequently by respondents with 
visible minority identities. While 61 percent of White 
respondents report seeing hate speech online, 71 
percent of those with a visible minority have seen it, 
including 92 percent of Middle Eastern respondents, 
75 percent of South Asian respondents and 72 
percent of Black respondents. Seeing hate speech 
is similarly higher for 2SLGBTQ+ respondents (72 
percent) and newcomers to Canada who have been 
here for less than 10 years (73 percent).

The least common harm respondents saw online was 
the promotion of physical violence, although still 49 
percent say they saw it at least a few times a year 
and 16 percent say they see it more than once a 
week. Younger respondents were far more likely to 
have seen it: 61 percent of those under 30 have seen 
the promotion of violence online, compared to only 
43 percent of those over 60, and 20 percent of the 
youngest group say they see it at least a few times a 
week. Those with visible minority identities are also 
more likely to have seen the promotion of violence — 
57 percent say they have seen it, compared to only 
47 percent of White respondents.
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In all cases (with the exception of deepfakes, which was not measured in previous iterations of this survey), 
exposure to the harmful content has been steady online, with just minor changes. In the case of hate speech 
and the promotion of violence, this slight decrease represents the continuing of early declines we observed 
between 2019 and 2022.

Figure 15 - Frequency of exposure to online harms in Canada over time

“Thinking about your use of online platforms, which best describes how often you see the following, including through posts, links, 

images, or videos:”
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To provide context about these reported levels of 
overall exposure, we asked those who had seen 
online misinformation to provide a recent example, 
which 65 percent provided (n=1,275) and were then 
coded into categories. Of those that provided an 
example, the most common response (22 percent) 
was false news stories about celebrities (e.g., fake 
deaths, fake product endorsements, fake news 
about the Royal Family), followed by 11 percent who 
identified false news stemming from US politicians, 
particularly Donald Trump. The most common 
specific topic was misinformation relating to the 
Israel-Palestine conflict (six percent). Another six 
percent identified misinformation from Canadian 
politicians, particularly Prime Minister Justin Trudeau 
and Leader of the Opposition Pierre Poilievre.

Respondents who had seen online misinformation 
were asked to provide a recent example of what 
they saw:

We similarly asked about a recent example of online 
hate speech, which 60 percent provided (n=928). 
Hate stemming from the Israel-Palestine conflict 
was the most common topic (21 percent), followed 
by examples of racism (12 percent), antisemitism (10 
percent) and anti-2SLGBTQ+ hate (10 percent). Hate 
from Donald Trump (eight percent) and hate targeted 
to or from Canadian politicians (seven percent) were 
also common topics.

Respondents who had seen online hate speech 
were asked to provide a recent example of what 
they saw:
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Deepfakes

With the rise of cheap, easy-to-use generative AI 
tools like Midjourney or DALL-E, most Canadian 
residents have now seen deepfakes (digitally 
manipulated images or videos of a person) appear 
online (60 percent have seen it ever). For many, 
it’s a regular occurrence: 23 percent report seeing 
synthetic media at least a few times a week.

Younger respondents are more likely to report 
they have seen deepfakes: 74 percent of those 
under 30 say they have seen a deepfake (with 31 
percent seeing deepfakes multiple times per week), 
compared to 49 percent of those over 60 (and only 
17 percent of those over 60 see deepfakes at least a 
few times a week).

Deepfake exposure is correlated with the use of 
Facebook, YouTube, Twitter/X, TikTok and ChatGPT.  
Use of these platforms are associated with a 
higher likelihood in seeing deepfakes and to seeing 
deepfakes more often.

We asked those who said they had seen a deepfake 
about a recent example, which 59 percent provided 
(n=867). The most common type of deepfakes 
reported were generated images or videos of 
celebrities (27 percent) with political deepfakes close 
behind (22 percent).

For some, there was confusion between deepfakes 
and images that were originally genuine but were 
manually edited through Photoshop or a similar tool. 
This distinction has also become less and less clear 
as platforms — including Photoshop itself — have 
integrated generative AI capabilities into image 
editing software.

Respondents who had seen synthetic media online 
were asked to provide a recent example of what 
they saw:
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Personal experience with online harms

While most Canadian residents have seen harmful content online, fewer report being specifically targeted by 
it. Of those surveyed, 10 percent say they were specifically targeted by hate speech, the same overall rate as 
in 2022. This experience, however, is far more common for those with visible minority identities: 28 percent of 
Middle Eastern respondents (although the sample size of Middle Eastern respondents was small at n=33), 14 
percent of Black and South Asian respondents, and 12 percent of East or Southeast Asian respondents report 
having been targeted by hate speech. While the sample size was small (n=22), 43% of Jewish respondents 
say they have been targeted by hate speech online. It is also more pronounced within the 2SLGBTQ+ 
community where 27 percent have been personally targeted by online hate speech. Among those living with a 
disability, 19 percent have experienced hate speech personally.

Figure 16 - Personal experience with online harms in Canada

“Have you ever experienced any of the following?”
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Another eight percent report being targeted by harassment online that caused them to fear for their safety, 
also stable since 2022. The distribution of this is in line with the distribution of experiencing hate speech 
— 2SLGBTQ+ (16 percent) and those living with a disability (15 percent) are the most likely to also report 
harassment that caused them to fear for their safety.

Figure 17 - Online hate speech targeting vulnerable populations

“Have you ever experienced any of the following? - Been targeted with online hate speech that deliberately promoted hatred against 

a group you identify with”
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Figure 18 - Youth exposure to online harms

Finally, four percent report having had intimate 
images of themselves shared online without 
their consent, again consistent with 2022. This is 
consistent across gender for both men and women 
but varies by age with eight percent of those under 
30 having experienced it while only one percent of 
those over 60.

In fact, youth in Canada in general report higher 
levels of online harm. From exposure to hate speech 
and violent content, to personal targets of hate and 
harassment, levels among those aged 16 to 29 are 30 
to 50 percent higher than the overall population.
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Blocking and reporting

Most platforms contain built-in tools for users to self-moderate the content they see and interact with, and 
while most Canadians have not used these, many have. Just under half (40 percent) say they have blocked, 
reported or flagged an account on an online platform specifically for being fake or automated.

Figure 19 - Frequency of blocking and reporting online

Similarly, 25 percent have reported or flagged an account for sharing illegal content and 24 percent have 
blocked an account for sharing illegal content. Fewer have taken steps beyond the platforms to report 
content — only six percent say they have reported someone to the police for illegal online activity.
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The perceived effectiveness of blocking, reporting, and flagging online content is mixed. While 34 percent of 
respondents say it was effective, 28 percent say that it was not effective, including 14 percent who say it was 
not at all effective. This assessment of its effectiveness has been stable since 2019.

Figure 20 - Perceived effectiveness of blocking and reporting online

“You mentioned that you have reported, blocked or flagged a person or account online. How would you rate the effectiveness of 

these actions where 1 is not at all effective and 9 is very effective?”
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Misinformation index

We asked respondents if they believe a range of statements to be true or false. Each statement was based 
on a common conspiracy or disinformation narrative. In most cases, the statements were false. However, one 
true statement — the number of natural disasters is increasing due to climate change — was included as a 
control. Based on the number of correctly identified misinformation statements, respondents are grouped into 
low, medium, or high misinformation groups.

The following are the misinformation statements that were shown to respondents in random order:

The most common belief held by Canadians is that there is a group in Canada trying to replace native-born 
Canadians with immigrants who share their political views (or the “great replacement theory”) although still 
only 25 percent believe this statement is definitely or somewhat true. This belief has increased substantially 
since 2022, when only 16 percent thought the same. This increase is in line with increased conversation in 
the media surrounding the pace of immigration to Canada over the past few years, although mainstream 
conversation has not been focused on the idea of immigrants replacing existing Canadians.
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Figure 21 - Distribution of eight correctly identified misinformation statements

Belief that climate change is not caused by human 
activities and that the 15-minute city concept 
is designed to track and limit the movement of 
Canadians are nearly as high with 23 percent and 20 
percent of respondents believing them respectively. 
In the case of the 15-minute city statement, only 
35 percent of respondents were able to correctly 
identify it as false — nearly half of Canadian 
residents (45 percent) remain unsure about it either 
due to a lack of familiarity with the concept or real 
indecision.

Belief in climate misinformation has remained stable 
since 2022. The proportion of respondents who 
believed climate change is not caused by human 
activities increased insignificantly from 22 percent 
to 23 percent. Likewise, the proportion who did not 
believe climate change is contributing to an increased 
number of natural disasters increased from 13 
percent to 14 percent.
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Figure 22 - Belief in misinformation in Canada

“How much truth do you think there is to each of the following statements?”

Although some of the questions used to create the misinformation index have changed since the previous 
iteration of this survey to incorporate newer narratives, overall levels of belief in common misinformation have 
remained more or less stable. Most respondents (54 percent) correctly identified at least six of the eight 
misinformation statements and only 11 percent got fewer than three statements correct.
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While men and women were about equally likely to get at least six statements correct (52 percent of men and 
55 percent of women), older respondents were far more likely to identify at least six correctly (62 percent 
of those 60 or older) compared to younger respondents (only 45 percent of those under 30). Similarly, both 
those earning higher incomes and those with a higher level of education were also more likely to correctly 
identify the misinformation statements.

Figure 23 - Belief in misinformation by demographics

Number of misinformation statements correctly identified. Non-binary respondents not shown due to small sample size (n<20).
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The most significant differences come across the 
self-identified political spectrum. Those who say 
they are left leaning were significantly more likely 
to correctly identify misinformation: 78 percent got 
at least six out of eight statements right including 
32 percent who correctly identified all eight. Right-
leaning respondents were far less likely to get at 
least six correct, with 34 percent getting six or more 
correct and only 6 percent correctly identifying all 
eight.

For all statements, right-leaning respondents 
were significantly less likely to correctly identify 
misinformation than left-leaning or centrist 
respondents; however, the difference is largest 
for the two statements related to climate change. 
While 89 percent of left-leaning respondents and 
73 percent of centrist respondents identified that 
climate change is caused by human activities, only 49 
percent of right-leaning respondents did. Similarly, 93 
percent of left-leaning respondents and 79 percent 
of centrists said the number of natural disasters 
is increasing due to climate change, while only 61 
percent of right-leaning respondents said the same.

Unsurprisingly, the highest belief in misinformation is 
among those who say they do not follow the news 
on any platform, online or not. Similarly, those getting 
news from platforms that are not generally news 
sources such as generative AI platform ChatGPT, or 
the Telegram or WhatsApp messaging apps are also 
some of the most likely to believe misinformation.

At the other end of the spectrum, those who use 
traditional news sources, such as news websites, 
print newspapers, and the radio, tend to be less 
likely to believe misinformation. Of the various social 
media platforms tested, the Reddit network is 
associated with the lowest belief in misinformation 
— significantly better as a news source than any 
other social media platform.

Figure 24 - Average number of correctly identified 
misinformation statements by news source

News source

Average 
number 
of correct 
responses

News websites 6.07

Reddit 5.93

Mobile device news alerts 5.89

Podcasts 5.86

Email newsletters 5.79

Print newspapers 5.79

Radio news 5.77

Print magazines 5.74

TV news 5.72

Threads 5.68

Search engines, such as Google 5.67

Messages from friends, family, or colleagues 5.52

Average 5.36

LinkedIn 5.28

Instagram 5.17

Facebook 5.00

YouTube 4.96

Twitter / X 4.89

Pinterest 4.86

Discord 4.80

WeChat / Weixin 4.76

TikTok 4.72

Facebook Messenger 4.58

Snapchat 4.43

WhatsApp 4.08

Microsoft Copilot 4.00

Telegram 3.85

ChatGPT 3.82

None of the above 3.76



 SURVEY OF ONLINE HARMS IN CANADA 2024    42

Those with a high level of belief in misinformation are also much more likely to trust social media platforms 
to act in the public interest, while having much lower levels of trust in traditional news sources. For example, 
there is a 24 percent gap in trust in TikTok between high and low believers in misinformation (37 percent 
compared to 61 percent), which has grown by seven points since 2022. The gap for Twitter/X has grown even 
more dramatically to 36 points, up from nine points in 2022. On the flip side, low trust in CBC/Radio-Canada 
is much higher among high believers in misinformation compared to low believers (31 percent compared to 7 
percent) — this gap of 24 points has also grown by seven points since 2022.

Figure 25 - Low trust in organizations by belief in misinformation

“On a scale of 1-9, where 1 means you have no trust at all and 9 means you have a high degree of trust, how do you feel about each 

of the following companies when it comes to trusting them to act in the best interest of the public” - Showing those who gave each 

platform between a 1 and a 3.
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In a similar vein, those who pay for a digital news 
subscription are also more likely to have a low level of 
belief in misinformation, although they are still equally 
likely to have a high level of belief in misinformation 
too. The main shift is in the moderate group: while 37 
percent of those who do not pay for digital news fall 
into the middle group, only 21 percent of those who 
do pay for digital news fall in the middle group.

Believers of misinformation are less likely to 
actively fact-check information they see, but they 
are to an extent more aware that they are seeing 
misinformation. Only 40 percent of those who believe 
high levels of misinformation say they have ever fact-
checked something online using another source — 
significantly lower than the 72 percent of those who 
believe low levels of misinformation. That said, at 
least some in this group are aware that they see and 
sometimes believe false information — 23 percent 
say they see information they believe to be true but 
later find out is false at least a few times a week and 
10 percent say they see it daily. Only 16 percent said 
they never see information that they believe and later 
find out to be false.

When looking at trust in sources to learn more 
about misinformation and digital literacy amongst 
respondents that had a high degree of belief 
in misinformation, trust significantly decreases 
compared to the overall population, most notably 
trust in news media (-26 percent), federal 
government (-23 percent), and their child’s school 
(-16 percent). Overall support among this group was 
highest for friends and family, with the public library 
following.

Those who believe misinformation are also more 
at risk when it comes to cryptocurrency. While a 
similar share of them have owned a crypto asset at 
any time in their life, those who have a high belief in 
misinformation also continue to have relatively high 
levels of trust in cryptocurrency exchanges. Trust 
in cryptocurrency exchanges was only 5 percent 
in those with low belief levels in misinformation, 
compared to 17 percent of those with a high belief 
level in misinformation.
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6

Attribution of fault

Consistent with our findings from previous years, 
Canadian residents generally support government 
intervention in the spread of online harms, such 
as hate speech, harassment and false information. 

Platform Governance

Though respondents blame online platform users 
themselves as most responsible for generating online 
harm, they believe that platforms are obligated to 
mitigate harm.
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Figure 26 - Attribution of responsibility for rise in harmful online content in Canada

“There are concerns about a rise in harmful content such as hate speech, harassment and false information on large online platforms, 

like YouTube, Facebook or Instagram. Who do you think is most responsible for contributing to a rise in harmful online content, 

whether through action or inaction? And who do you think should be most responsible for fixing a rise in harmful online content?”

When asked about the responsibility of harmful online content, most respondents place the blame on the 
users of online platforms for causing online harm (46 percent), but say it is the platforms’ responsibility to fix 
it (49 percent). Very few placed principal responsibility on government or political leaders. This is consistent 
with our findings from 2022; the percentage of respondents who believed platform users were to blame 
for harmful content went down by just two percent, as did the percentage of respondents who believed 
platforms were responsible for fixing it. Respondents who believed the government was causing online harm 
went up by one percent compared to last year, and those who believed the onus of fixing the problem lay with 
the government increased by two percent as compared to 2022.



 SURVEY OF ONLINE HARMS IN CANADA 2024    46

Attitudes about government intervention

We again asked survey participants to consider three pairs of statements and choose the one that best 
described their perspectives on government intervention in regulating online harms. We found that overall for 
each question, approximately two out of three Canadians were in favour of government intervention.

Figure 27 - Attitudes towards online platform regulation in Canada

68%

68%

64%

32%

32%

36%

Reducing the amount of hate
speech, harassment and false

information online is more than
important than free expression

Government should intervene in
online platforms to require them

to act responsibly and reduce
the amount of harmful content

on their platforms

The intentional spread of false
information is a threat to

Canadian democracy and needs
to be addressed by government

Protecting freedom of
expression is more important
than regulating speech online

Government should not have a
role in intervening in online
platforms

Government cannot oversee
and decide what is true or false,
and should not have a role in
addressing the intentional
spread of false information

Pro-Regula�on An�-Regula�on

“For each of the following pairs of statements, please indicate which of the following best describes your perspective.”

Overall, there have been no significant changes 
in attitudes towards intervention, either for or 
against regulation since 2021. On whether or not 
the government should have a role in intervening in 
online platforms, 68 percent of respondents agreed, 
while 32 percent did not believe governments 
should play a role in regulating platforms. This was 
only a one percent change compared to last year’s 
results, in favour of government intervention. The 
third question asked respondents if they believed 
that the spread of disinformation is a threat to 
Canadian democracy and needs to be addressed by 
the government, with two out of three respondents 
agreeing. This has been stable since 2022, when 66 
percent agreed.

We can combine the results of these three questions 
to see how consistent Canadians are in their beliefs 
about regulating online speech. Doing so, we find 
that across the three trade-offs, 46 percent of 
respondents consistently picked the pro-regulation 
options, indicating that they always preferred action 
over inaction. Only 15 percent of respondents were 
consistently anti-regulation, and the remaining 39 
percent of respondents were inconsistent with their 
answers between regulation and lack thereof.
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Support for action on online harms

Platform regulation

Figure 28 - Support for specific requirements for online platforms

“There have been a number of actions proposed to address harmful content on large online platforms, like YouTube, Facebook or 

Instagram. For each of the following, would you say you strongly support, somewhat support, are neutral, somewhat oppose or 

strongly oppose: Require platforms to…”
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Canadians remained overwhelmingly in support of 
policy actions to address harmful content. When 
introduced to different actions that could be required 
to mitigate online harms, Canadians’ support 
for every action was at least 80 percent. Most 
respondents supported the requirement for platforms 
to remove child sexual material and report it to the 
police (92 percent), with support for the removal 
of non-consensual intimate images (88 percent) 
and accounts impersonating others (87 percent) 
following.

Opposition did not exceed five percent for any of 
the options, and was highest at five percent for 
the option to require platforms to quickly remove 
hate speech that deliberately promotes hatred 
against identifiable groups. Of the respondents 
who were against it, half were in the “high belief in 
misinformation” group based on our misinformation 
index. Overall, believers of misinformation were 
almost always more likely to oppose regulation than 
their counterparts.

Most notable changes compared to 2022 results 
include an increase for strong support for removing 
bot accounts (+4, now 68 percent), strong support 
for requiring platforms to develop specific measures 
for child users (+4, now 68 percent), and strong 
support for platforms labeling deepfakes (+4, now 
64 percent), the latter of which may reflect reactions 
to a growing untrustworthy information landscape. 
Increase for these responses was largely driven by 
those in the “somewhat support” camp.
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Figure 29 - Support for specific requirements for online platforms over time

“There have been a number of actions proposed to address harmful content on large online platforms, like YouTube, Facebook or 

Instagram. For each of the following, would you say you strongly support, somewhat support, are neutral, somewhat oppose or 

strongly oppose: Require platforms to…”. *Prior to 2022, question text read “Requiring that automated content or bot accounts be 

banned”
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Online Harms Act

With the tabling of Bill C-63, the Online Harms 
Act, we asked survey respondents two questions 
to gauge their support for their preferred recourse 
mechanisms on the decisions of online platforms 
to remove content, and also to evaluate general 
sentiments about the proposed Online Harms Act 
itself.

Among three options for recourse mechanisms that 
are laid out in the new bill, most respondents (51 
percent) supported the creation of a Digital Safety 
Commissioner that can audit and order platforms 

“The Trudeau government has tabled the Online Harms Act to provide recourse to Canadians regarding decisions of large online 
platforms to remove illegal content, such as hate speech or promotion of violence. Before this survey, how familiar were you with the 
Online Harms Act?”

to remove illegal content, followed by respondents 
(44 percent) who believed online platforms should 
be required to have their own appeals mechanisms. 
This is followed by 37 percent of respondents 
who supported the creation of an independent 
ombudsperson to help users navigate platform 
appeals. Only three percent supported other options, 
seven percent said none of the above, and 16 percent 
were unsure. Most respondents who supported 
none of the above had a high degree of belief in 
misinformation.

Figure 30 - Awareness of Canada’s proposed Online Harms Act
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Familiarity with the Online Harms Act remains quite low. The majority of respondents were not familiar with 
the bill, with only nine percent clearly familiar. Among those who were at least vaguely familiar with the bill, 
there was 61 percent overall support of the proposed Online Harms Act, 20 percent who opposed, and 12 
percent who were neutral. Women were generally more supportive of the act (70 percent) than men (55 
percent), and the 60+ age group had the most support for the act at 70 percent. Our results were consistent 
with a report from Leger on Canadian’s general support for the Online Harms Act, where nearly 70 percent of 
respondents said they support the government’s plan to regulate online content.7

Figure 31 - Support for Canada’s proposed Online Harms Act

“From what you’ve heard, do you support or oppose the Online Harms Act?”
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TikTok ban

Using the example of the recent government ban on the use of TikTok on the devices of public servants due 
to concerns about the potential risk of surveillance or interference from the Chinese government, we asked 
respondents if they were in support of a broader TikTok ban. Overall, 33 percent of respondents believed that 
TikTok should be banned completely in Canada, with 24 percent believing that it should only be banned for 
minors. Looking at the age distribution of responses, we found that 40 percent of those in the 16 to 29 age 
group believed TikTok should not be banned, while only 15 percent of those aged 60+ believed the same. A 
Leger report also found that young people opposed the TikTok ban more than older people.8

Figure 32 - Support for banning TikTok in Canada

“TikTok was banned on government devices in Canada following concerns about the potential risk of surveillance or interference from 

the Chinese government, given TikTok’s parent company is based in China. Which of the following best describes your perspective”
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# Unweighted Weighted Census

Total 2,501 100% 100% 100%

British Columbia/Yukon 348 14% 14% 14%

Alberta/Northwest Territories 280 11% 11% 12%

Manitoba/Saskatchewan/Nunavut 164 7% 6% 7%

Ontario 966 39% 39% 39%

Quebec 576 23% 23% 22%

Atlantic 167 7% 7% 6%

16-29 465 19% 20% 21%

30-44 651 26% 24% 25%

45-59 582 23% 24% 23%

60+ 803 32% 31% 31%

Women 1236 49% 51% 51%

Men 1244 50% 48% 49%

Non-binary/third gender 21 1% 1% <1%

Appendix

Survey methodology

The Survey of Online Harms in Canada was conducted online with 2,501 residents in Canada aged 16 and 
older, from April 11 to 22, 2024 in English and French. A random sample of panellists was invited to complete 
the survey from Leger’s research panel, with response quotas set by region, language, age and gender to 
ensure the sample reflected Canada’s population. The Leger panel is recruited from a variety of sources, both 
in person and online, through telephone recruitment, public events, advertising, and referrals, to ensure a 
representative panel.

Although margins of error are typically not applied to surveys conducted using online panels, the margin of 
error for a comparable probability-based random sample of the same size is +/- 2 percentage points, 19 times 
out of 20. The margin of error is larger for subsamples. The data were weighted according to Census data to 
ensure that the sample matched Canada’s population according to age, gender and region. Totals may not add 
up to 100 due to rounding. Inductive coding of open-ended questions was conducted independently by two 
researchers; a third reviewer resolved conflicts between coded categories.

This project was conducted by the Dais at Toronto Metropolitan University with Pollara Strategic Insights and 
supported by the Government of Canada through the Digital Citizen Contribution Program. Reference data 
include comparable surveys conducted by the Dais with 3,000 residents in August 2019, 2,000 residents in 
May 2020, 2,500 residents in March 2021, and 2,022 residents in October 2022, last published here.

https://dais.ca/reports/survey-of-online-harms-in-canada/
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Full question text

D1. Where do you currently live?

D2. What is your age?

D3. What is your gender?
A.	 Man
B.	 Woman
C.	 Non-binary/third gender
D.	 Prefer to self-describe
E.	 Prefer not to say

D4. What is the highest level of education you have 
completed?
A.	 No certificate, diploma or degree
B.	 High school diploma or equivalency certificate
C.	 Certificate of Apprenticeship or Certificate of 

Qualification
D.	 College, CEGEP or other certificate or diploma
E.	 University degree
F.	 Prefer not to say

Q1. How much truth do you think there is to each of the 
following statements?
	• Bill Gates used the COVID-19 pandemic to push a 

vaccine with a microchip capable of tracking people
	• Ukrainian nationalism is a neo-Nazi movement, so 

Russia invaded Ukraine to protect people
	• There is a group of people in Canada who are trying to 

replace native born Canadians with immigrants who 
agree with their political views

	• limate change is a natural phenomenon not caused by 
human activities

	• The number of natural disasters is increasing due to 
climate change

	• The Holocaust has been exaggerated
	• A man’s dating success is determined entirely by his 

physical attractiveness and so is determined at birth
	• The 15-minute city is designed to track and limit 

the movement of Canadians to their immediate 
neighbourhood

	• There will most likely be a civil war in the U.S. within 
the next ten years

	• China attempted to interfere in the 2019 and 2021 
Canadian federal elections

	• In Canadian elections, votes are counted correctly
	• Democracy may have problems, but it is better than 

any other form of government

A.	 Definitely true
B.	 Somewhat true
C.	 Somewhat not true
D.	 Definitely not true
E.	 Don’t know

Q2. On a scale of 1-9, where 1 means you have no trust 
at all and 9 means you have a high degree of trust, how 
do you feel about each of the following companies when 
it comes to trusting them to act in the best interest of 
the public:
	• Apple
	• Bell Canada
	• Canadian Tire
	• CBC / Radio-Canada
	• CTV

	• CNN
	• Facebook / Meta
	• Global News
	• Google
	• Loblaws
	• Microsoft
	• OpenAI
	• Shell Canada
	• TD Bank
	• TikTok
	• The Globe and Mail
	• Twitter/X
	• Wikipedia

Q3. You are likely interacting with a number of digital 
services in your daily life. We want you to consider 
which sectors you most trust to offer secure and 
responsible digital services. This means products and 
services that are modern and reliable, ensure your 
informed consent, respect your privacy, protect your 
information from cyber breaches, and are aligned with 
the public interest.

On a scale of 1-9, where 1 means you have no trust at 
all and 9 means you have a high degree of trust, how 
do you feel about each of the following when it comes 
to trusting them to offer secure and responsible digital 
services:
	• Federal government
	• Your provincial government
	• Your municipal government
	• Canadian start-up businesses
	• Canadian banks
	• Cryptocurrency exchanges
	• Canadian telecommunication providers
	• Canadian healthcare providers

Q4. Which of the following best describes how often 
you typically use the following online platforms:
	• YouTube
	• Facebook
	• Facebook Messenger
	• Pinterest
	• Instagram
	• Threads
	• Snapchat
	• Twitter/X
	• TikTok
	• LinkedIn
	• WhatsApp
	• Reddit
	• Telegram
	• Discord
	• WeChat / Weixin
	• ChatGPT
	• Microsoft Copilot

A.	 A few times an hour
B.	 A few times a day
C.	 A few times a week
D.	 A few times a month
E.	 A few times a year
F.	 I don’t use this
G.	 Unsure
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Q5A. Which of the following do you use to stay up-to-
date with the news or current events? (select all that 
apply)
A.	 All options used at least a few times a year in Q4
B.	 News on TV
C.	 News on the radio
D.	 Search engines, such as Google
E.	 News websites
F.	 Print newspapers
G.	 Print magazines
H.	 News alerts on your mobile device
I.	 Messages from friends, family or colleagues
J.	 Podcasts
K.	 Email newsletters
L.	 Other
M.	 None of the above

Q5B. Which of these would you say you trust the most 
for staying up-to-date with the news or current events?

Q5C. Which of these would you say you trust the least 
for staying up-to-date with the news or current events?

Q5D. To what extent has Meta’s decision to block 
Canadian news on Facebook and Instagram impacted 
your ability to stay up-to-date with the news or current 
events?
A.	 Very negative impact
B.	 Somewhat negative impact
C.	 No impact
D.	 Somewhat positive impact
E.	 Very positive impact
F.	 Don’t know

Q6A. Thinking about your use of online platforms, 
which best describes how often you see the following, 
including through posts, links, images, or videos:
	• Information about the news or current events that 

you immediately suspect to be false
	• Information about the news or current events that 

you believe to be true and later find out is false
	• Hate speech that deliberately promotes hatred against 

an identifiable group
	• Promotion or encouragement of physical violence
	• Identity fraud or impersonation
	• Synthetic media or “deep fake” images or videos 

that depict people doing or saying things that never 
actually happened

A.	 A few times a day
B.	 A few times a week
C.	 A few times a month
D.	 A few times a year
E.	 Never
F.	 Unsure

Q6B. Could you tell us more about a recent example 
of false information that you saw? What was it about? 
What made you think it was false?

Q6C. Could you tell us more about a recent example of 
hate speech that you saw? What was it about? What 
made you think it was hate speech?

Q6D. Could you tell us more about a recent example of 
a synthetic media or “deep fake” image or video that 
you saw? What was it about? What made you think it 
was fake?

Q7A. Have you ever experienced any of the following?
Section 1 - Asked of all respondents
	• Had your intimate images shared online without your 

consent
	• Been targeted with online hate speech that 

deliberately promoted hatred against a group you 
identify with

	• Been targeted with online harassment that caused 
you to fear for your safety

Section 2 - Each respondent answered 2 (n for each 
=1,230)
	• Commented on or posted links, videos or images 

online about the news or politics
	• Paid for a digital news subscription
	• Joined an online group about an issue or cause with 

people you didn’t know
	• Participated in a government or political consultation 

or engagement online

Section 3 - Each respondent answered 2 (n for each 
=1,230)
	• Blocked an online account for sharing illegal content
	• Reported or flagged an account to an online platform 

for sharing illegal content
	• Blocked, reported or flagged an account to an online 

platform for being fake or automated (e.g., a bot)
	• Reported someone to the police for illegal activity 

online

Section 4 - Each respondent answered 1 (n for each =820)
	• Owned a cryptoasset, such as Bitcoin, Ethereum or an 

NFT
	• Fact checked something you saw online using another 

source
	• Interacted with artificial intelligence (AI) and at the 

time believed you were communicating with a human

A.	 Yes
B.	 No
C.	 Unsure

Q7B. You mentioned that you have reported, blocked or 
flagged a person or account online. How would you rate 
the effectiveness of these actions where 1 is not at all 
effective and 9 is very effective?

Q8A. There are concerns about a rise in harmful 
content such as hate speech, harassment and false 
information on large online platforms, like YouTube, 
Facebook or Instagram. Who do you think is most 
responsible for contributing to a rise in harmful online 
content, whether through action or inaction?
A.	 The online platforms
B.	 The people who use online platforms
C.	 Government or political leaders
D.	 I don’t think anyone is most responsible
E.	 Unsure or don’t know

Q8B. And who do you think should be most responsible 
for fixing a rise in harmful online content?
A.	 The online platforms
B.	 The people who use online platforms
C.	 Government or political leaders
D.	 I don’t think anyone needs to or can fix this
E.	 Unsure or don’t know
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Q9. For each of the following pairs of statements, 
please indicate which of the following best describes 
your perspective.
A.	 Protecting freedom of expression is more important 

than regulating speech online
B.	 Reducing the amount of hate speech, harassment and 

false information online is more than important than 
free expression

A.	 Government should intervene in online platforms 
to require them to act responsibly and reduce the 
amount of harmful content on their platforms

B.	 Government should not have a role in intervening in 
online platforms

A.	 The intentional spread of false information is a threat 
to Canadian democracy and needs to be addressed by 
government

B.	 Government cannot oversee and decide what is true 
or false, and should not have a role in addressing the 
intentional spread of false information

Q10. There have been a number of actions proposed 
to address harmful content on large online platforms, 
like YouTube, Facebook or Instagram. For each of 
the following, would you say you strongly support, 
somewhat support, are neutral, somewhat oppose or 
strongly oppose: [each respondent shown 8 statements, 
n for each=1,667]
	• Requiring platforms to have built-in mechanisms for 

users to report illegal content, like hate speech or 
violent content

	• Requiring platforms to quickly remove accounts that 
impersonate others

	• Requiring platforms to quickly remove hate speech 
that deliberately promotes hatred against an 
identifiable group

	• Requiring platforms to quickly remove child sexual 
abuse material and report it to the police

	• Requiring platforms to quickly remove content that 
encourages or threatens physical violence

	• Requiring platforms to block or remove bot accounts
	• Requiring platforms to develop specific measures for 

child users, such as parental control tools or blocking 
adults from searching for or messaging children

	• Requiring platforms to quickly remove intimate or 
nude images posted without consent

	• Requiring platforms to label synthetic media or “deep 
fake” images or videos that depict people doing or 
saying things that never actually happened

	• Requiring platforms to offer users tools to easily fact 
check or search for authenticity of content they come 
across online

	• Requiring platforms to ensure paid online ads only 
contain true information and identify their source or 
sponsor

	• Requiring platforms to remove accounts that 
repeatedly spread false information

A.	 Strongly support
B.	 Somewhat support
C.	 Neutral
D.	 Somewhat oppose
E.	 Strongly oppose
F.	 Unsure

Q11. The Canadian government is considering options 
to provide recourse to Canadians regarding decisions 
of large online platforms to remove illegal content, such 
as hate speech or promotion of violence. Which of the 
following options would you support: (select all that 
apply) [split sample with Q12, n=1,228]
A.	 Requiring online platforms to have an appeal 

mechanism for decisions about content or user 
removal

B.	 Creating an independent ombudsman to help users 
navigate platform appeals and make recommendations 
regarding digital safety

C.	 Creating a Digital Safety Commissioner that can audit 
and order platforms to remove illegal content

D.	 Another option or idea: [text box]
E.	 None of the above
F.	 Unsure

Q12A. The Trudeau government has tabled the Online 
Harms Act to provide recourse to Canadians regarding 
decisions of large online platforms to remove illegal 
content, such as hate speech or promotion of violence.

Before this survey, how familiar were you with the Online 
Harms Act? [split sample with Q11, n=1,273]
A.	 Very familiar
B.	 Somewhat familiar
C.	 Not very familiar
D.	 Not at all familiar
E.	 Don’t know

Q12B. [If at least somewhat familiar, n=471] From what 
you’ve heard, do you support or oppose the Online 
Harms Act?
A.	 Strongly support
B.	 Somewhat support
C.	 Neutral
D.	 Somewhat oppose
E.	 Strongly oppose
F.	 Don’t know

Q13. TikTok was banned on government devices in 
Canada following concerns about the potential risk 
of surveillance or interference from the Chinese 
government, given TikTok’s parent company is based 
in China. Which of the following best describes your 
perspective:
A.	 TikTok should be banned completely in Canada
B.	 TikTok should be banned for minors under 18 in 

Canada
C.	 TikTok should not be banned — people can make up 

their own mind about the potential risks

Q14. There have been calls to ban cell phones in K-12 
classrooms due to negative impacts on mental health 
and learning. Would you support or oppose banning cell 
phones in K-12 classrooms?
A.	 Strongly support
B.	 Somewhat support
C.	 Neutral
D.	 Somewhat oppose
E.	 Strongly oppose
F.	 Don’t know
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Q15. How much would you trust each of the 
following sources If you wanted to learn more about 
misinformation and digital literacy? [Strongly trust, 
somewhat trust, don’t trust, don’t know]
A.	 Your child’s school
B.	 Public library
C.	 News media
D.	 Your employer
E.	 Friends and family
F.	 The federal government
G.	 Other [text box]

D5. Do you have children under the age of 18 living at 
home?
A.	 Yes
B.	 No
C.	 Prefer not to say

D6. If you were to place yourself on a political spectrum 
where 1 means all the way to the far left and 9 means all 
the way to the far right, however you understand “left/
right”, where would you place yourself?

D7. What was your household income, before taxes and 
deductions, in 2023?
A.	 Less than $30,000
B.	 $30,000 to less than $50,000
C.	 $50,000 to less than $70,000
D.	 $70,000 to less than $100,000
E.	 $100,000 to less than $150,000
F.	 $150,000 or more
G.	 Don’t know or prefer not to say

D8. Do you self-identify as: (select all that apply and/or 
specify, if applicable)
A.	 Arab, Middle Eastern or West Asian (e.g., Afghan, 

Iranian)
B.	 Black (e.g., African, Afro-Caribbean, African-Canadian)
C.	 East Asian (e.g., Chinese, Koran, Japanese, etc.)
D.	 Indigenous, that is First Nations (Status/Non-Status), 

Metis or Inuit
E.	 Latin American or Hispanic
F.	 South Asian (e.g., East Indian, Pakistani, Sri Lankan, 

etc.)
G.	 Southeast Asian (e.g., Filipino, Thai, Vietnamese, etc.)
H.	 White
I.	 Not listed – please specify [text box]
J.	 Prefer not to say

D9. How long have you lived in Canada?
A.	 Born in Canada
B.	 Less than 10 years
C.	 10 years or more
D.	 Prefer not to say

D10. What language do you speak most often at home?
A.	 English
B.	 French
C.	 Another language other than English or French
D.	 Prefer not to say

D11. Do you identify as having a disability?
A.	 Yes
B.	 No
C.	 Prefer not to say

D12. Do you identify as lesbian, gay, bisexual, 
transgender, Two-Spirit, asexual, pansexual or queer?
A.	 Yes
B.	 No
C.	 Prefer not to say

D13A. Do you consider yourself to belong to any 
particular religion or denomination?
A.	 Yes
B.	 No
C.	 Prefer not to say

D13B. Which religion or denomination?
A.	 Roman Catholic
B.	 Protestant
C.	 Anglican
D.	 Evangelical Christian
E.	 Jewish
F.	 Muslim
G.	 Buddhist
H.	 Hindu
I.	 Another option – please specify [text box]
J.	 Prefer not to say

D14. Which of the following best describes your current 
employment status?
A.	 Employed by a for-profit company
B.	 Employed by a not-for-profit organization
C.	 Employed by a public or government employer
D.	 Self-employed
E.	 Retired
F.	 Homemaker or caregiving
G.	 Unemployed, on a leave or unable to work
H.	 Other
I.	 Prefer not to say

D15. On a scale of 1-9, where 1 means “very 
dissatisfied” and 9 means “very satisfied”, how do you 
feel about your life as a whole right now?

Final: Is there anything else you would like to add about 
harmful online activity and potential changes to how 
online platforms are governed?
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